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ML for RT at the glance

Priority Assignment for gFP
[Lee et al, RTAS'21]
Labeled data is scarce

Scheduling for aperiodic 
tasks [Bo et al, RTAS'21] 
High overhead; unsafe

??

What is a good case for RL?

SoTA in RTS:



Safety Critical Systems against Soft Errors

J. Shi, N. Ueter, J. -J. Chen and K. -H. Chen, Average Task Execution Time Minimization under (m, k) Soft Error Constraint, RTAS 2023

• Probability with erroneous execution pe

• (m,k) robustness constraint

• Minimize the overall system utilization (avg)

• Formulate compliant states

• Optimization on Markov chain model



• Markov Decision Process

• State space: environment ➔ state st : environment at time t

• Action space: A = {0: unreliable, 1: detected, 2: reliable}

• Reward function: reward rt during transition, longer time lower reward

• Probability of state transitions: P(st+1 | st, at)

Reinforcement Learning Based Approach

J. Shi, N. Ueter, J. -J. Chen and K. -H. Chen, Average Task Execution Time Minimization under (m, k) Soft Error Constraint, RTAS 2023



Learning Formulation, Reward, and Barrier Function
• Maximized the cumulative reward (i.e., execution time)

• Example when (m = 3, k = 5):

Barrier function to nudge the action of critical state
1. Reliable mode: no action

2. Detected mode: follow up reliable mode if error is detected

3. Unreliable mode: forbidden, extreme large negative reward
J. Shi, N. Ueter, J. -J. Chen and K. -H. Chen, Average Task Execution Time Minimization under (m, k) Soft Error Constraint, RTAS 2023



Evaluation Setup
• Optimized mapping strategy (OPT)

• DQN with 10-layer neural network (RL)

• Static approach (STA) with R-Pattern [Chen, LCTES'16]

• Adaptive approach (ADP) with R-pattern [Chen, LCTES'16]

J. Shi, N. Ueter, J. -J. Chen and K. -H. Chen, Average Task Execution Time Minimization under (m, k) Soft Error Constraint, RTAS 2023



Evaluation Results: k = 10 (the lower the better)

Tighter constraint

H
ighererror rate



Take-home Message

Thank you! Questions?

Limited states can make RL efficient

RL is attractive for handling dynamic cases

Barrier function is the key for safety
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