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I First Question – What is a typical AI Components?

I An Answer – A Classifier

I What characterises a Classifier? – Non-deterministic
behaviour

I Second Question – Is this a problem for Safety-Critical
Real-Time Systems?



IDK Classifiers – an exemplar AI Component

I An IDK classifier outputs either a real class or IDK – I Don’t
Know

I If it outputs a real class then its confidence is above a
defined threshold

I Training data is used to compute the likelihood of any
particular classifier outputting a real class – this is a
prediction expressed as a probability

I A Cascade of IDK Classifiers is needed to provide resilient
behaviour



IDK Classifiers

I An IDK classifier will have a WCET and additionally a
typical (or average) execution time TCET

I The completed classification may have a deadline

I The synthesised Cascade must meet any deadline
constraint and minimise the expected total WCET or TCET



Results so far ....

I Optimal cascades obtained for (i) totally independent
classifiers, (ii) dependent classifiers, and (iii) arbitrarily
correlated classifiers

I Binary (true/false) IDK Classifiers with constraints on
false-negative and false-positives outputs

I Faulty classifiers (that can output a real but wrong class)
and hence the need to produce fault-tolerant cascades

I Going forward, there are lots of open issues ...
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