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Critical Adaptive Distributed Embedded Systems
(ADESs) are able to automatically adjust their
internal strategies to respond appropriately to

changes in a dynamic environment



autonomous
vehicles

machinery in
a smart factory

~ self-repairing
: devices



ADES communication subsystem
has to be real-time and reliable

and has to provide flexibility



flexibility?

real-time flexibility: support different types of
real-time traffic

operational flexibility: support changes in the
traffic and its real-time requirements without
interrupting the communication services



Flexible-Time-Triggered-Replicated Star
(FTTRS) is the only highly reliable
network that supports both real-time
flexibility and operational flexibility
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FTT

master multi-slave publisher-subscriber paradigm
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FTTRS

duplicated and interconnected full-duplex
switched-Ethernet Star
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FTTRS

they must guarantee consistency for the
Schedule Update Mechanism
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FTTRS

they must guarantee consistency for the
Schedule Update Mechanism
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objective

to formally verify the correctness of the
Consistent Schedule Update Mechanism
of FTTRS
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results

no deadlocks

schedule is always consistent

J
J

24



conclusions
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Verification of the Schedule Consistent Update Mechanisms of FTTRS
with UPPAAL

Abstract
Critical Adaptive Distributed Embedded Svmms (ADESs) are nw’adays the i
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The schedule is stored in the database of each master
(SRDB) and of each slave (NRDB). Masters
isochronously transmit a Trigger Message (TM) to

“Logend
divide the communication in rounds (Ecs). £, M08 (Updatis fo e comiud > pRDRS)
U_SRDE (Updaw o be commimed to SRDEs)

ecing - . U_NRDB i pigayback In the replicated TM of the next EC
The TM is indeed replicated (proactively

retransmitted several times) to provide high
reliability. 4 Model of the Schedule Consistent Update Mechanism

Each EC includes @ window for the TM replicas
(TMW), a window for pericdic traffic (SW), and a
window for apericdic cne (AW).

The TM specifies which periodic messages slaves
have to transmit, according to the current schadule.

Slaves can ask for changes in the schedule, by
sending an Update Request. Masters execute a
Schedule Consistent Update Mechanism to
consistently subject the Update Requests to
admission control and to update all databases with
the appropriate changes.

To model and formally verify the Schedule
Consistent Update Mechanism of FTTRS by
means of a model chacker called UPPAAL, which is
specially suited for real-time systems

Thver nodes (N1, N2, N3) is the misimans thax ceigineses oll kind of
scemarics in tve quaeues of the seplicated masters (M1, M2). Altbough is
possible 5 creote inconsisiencies ix the quees with Smply one or e
rodes, the presence of thvee sexdes allows & have difermni ond common
sppdate et simulisnesanly i both masers. On the odber band, foar
v smore nodes would create dhe some kind of scemirios dhet we ob¥ain
widh three nodes.

5. Model Verification

First, we verified the following safety property to
check that the mechanisms do never lead to a
deadlock: All not deadlock.

o o 50
ccnsstenL For this, we verified that the following

property holds: Al MASRDB = The Flexible-Time-Tri 3 step towards ping networks that
\{BSRDB where MA and MB respactively support future mhcalAdapuszm—xbndembeddedSynm
represent the switch/master A and B.

Thanks to FTTRS, the FTT communication paradigm based on top of Ethemet Now it is not only possible to take
Finally, to further check that the just mentioned advantage of the real-time and operational flexibility of FTT, but also of the high reliability FTTRS provides.
property is not only fulfilled in trivial cases, ie. not
only when the SRDBs are not updated but also when In this work we have formally verified the correctness of the most complex FTTRS’s consistency mechanism, ie. the
they are, we used the following reachabilify one that guarantees that the traffic schedule is consistently updated at nntime.

property: E <> MA.SRDB != 0
EARE
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