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Stream Processing 

 
Kernels 
 Series of operations. 
 Input: streams. 
 Output: streams. 
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Streams 
 Collection of data. 
 All data is expressed in streams. 
 



Why Streams? 

Data parallelism 
 Stream elements can be processed at once. 
   
Task parallelism 
 Pipeline. 
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GPU software application 

Minimal dependency between data elements. 
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Large data collections. 

Data parallelism. 

High arithmetic intensity. 



Application areas 
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Related work 
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16 streaming multiprocessors 

Fermi Architecture 
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CUDA cores 

load/store units 

© nvidia.com Fermi Streaming Multiprocessor (SM) 
 

Streaming multiprocessor 
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 Warp 

 a group of threads with consecutive IDs; 
 all should be executed in parallel. 

thread ID 
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Computation entities 
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Control flow divergence 
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CUDA cores 

load/store units 

How does it work? 
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PTX Assembly Code 
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CUDA cores   

load/store units    

Kernel instruction string 
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The makespan 

Makespan 

Makespan 
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Assumptions 
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Cache 

A warp on a single SM 

32-bit float instruction 

1 clock cycle 

400-600 clock cycles 
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Assumptions 

Every instruction takes single clock cycle. 
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Scheduling Policy 

C L L C L L 2 warps 
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Assumptions 

Every instruction takes single clock cycle. 

No cache misses. 
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The Pessimistic Method 

 C L L C L L 

a makespan for C-substring 

a makespan for L-substring 
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Optimization Problem 

Objective function 

Decision variables 

Usage of hardware units at particular clock cycle 

The pessimistic makespan – an upper bound 

Maximize the makespan 

Constraints 

Capacity constraints 
Precedence constraints 
Work-conserving constraints 
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Optimization Problem 
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The Application 

The configuration 

The ILP-model 

The ILP-solver 

The solution 

The application 

The schedule 
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Resolving the issue of tractability 

W = 420 
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Future Work 

Relaxation of the “no cache miss assumption”. 

Targeting the “whole” GPU. 
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Future Work 

W = 420, 
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Questions? 
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Thank You! 


