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Several contradicting objectives $\longrightarrow$ Multiobjective problem
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- set $S$ to be clustered
- maximum cluster size $\tau$
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- K-Means clustering
- Agglomerative clustering
- Spectral clustering
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## Original clustering $\xrightarrow{\text { Clusters }}$ Refine large clusters $\xrightarrow{\text { Clusters }}$ Merge small clusters

Given:

- Clusters
- maximum cluster size $\tau$
- maximum distance between clusters dist
$\Longrightarrow$ Merge two clusters if
- the distance between them is less than dist
- the size of the merged cluster is less than or equal to $\tau$

Function inlining decreases WCET and energy consumption but increases code size.
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WCET-Aware Compiler Framework WCC

## Setup
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## Final clusters for benchmark iirflt01
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## Runtime

Agglomerative clustering
K-Means
Spectral clustering


## Conclusion

- The proposed clustering method guarantees that the sizes of all clusters are less than a predefined limit.
- We demonstrated the approach on multiobjective function inlining with WCET, code size and energy consumption as objectives.
- K-Means, agglomerative and spectral clusterings showed similar results in terms of the number of clusters and their sizes, but agglomerative clustering showed the smallest runtime.

Maximum distance between two clusters

$$
\begin{equation*}
\text { dist }=\frac{d_{\max }}{n-1} \tag{1}
\end{equation*}
$$

$n$ is the number of clusters in the input set $S$ and $d_{\max }$ is the maximum distance between two points from the set $S$ :

$$
\begin{equation*}
d_{\max }=\max _{p, q \in S}\|p-q\| \tag{2}
\end{equation*}
$$
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