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Keynote

5G and Real-Time Networks: A practical example

Real-Time Networks hold great value for industrial users. This session will discuss a practical
example of the maritime industry. Operators of container terminals in seaports are looking into
automated operations of their container handling equipment. While first semi-automated
systems are deployed in ports worldwide, the industry is now looking into 5G and Real-Time-
Networks to enable full automation. This session will explain the use case, will map according
industrial requirements to the features of 5G and will speak about related research activities.

MATTHIAS ]ABLONOWSKI
Global Practice Lead — Ports & Roads, Nokia

Matthias Jablonowski is global practice lead of the Ports
and Roadways programs at Nokia. Being intrigued by the
opportunities of connected technologies and digital
transformation, he works with port authorities and
terminal operators on Port 4.0 and terminal automation
projects as they embark on their smart ports journey.
With road operators he discusses next generation traffic
technologies and cooperative intelligent transportation
systems enabling safer and less congested roadways.
Matthias has been instrumental in the expansion of Nokia
into the Transportation industry.
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ABSTRACT

Deterministic Synchronous Multichannel Extension (DSME) is a
prominent MAC behavior first introduced in IEEE 802.15.4e support-
ing deterministic guarantees using its multisuperframe structure.
DSME also facilitates techniques like multi-channel and Contention
Access Period (CAP) reduction to increase the number of available
guaranteed timeslots in a network. However, any tuning of these
functionalities in dynamic scenarios is not explored in the standard.
In this paper, we present a multisuperframe tuning technique called
DynaMO which tunes the CAP reduction and Multisuperframe
Order in an effective manner to improve flexibility and scalability,
while guaranteeing bounded delay. We also provide simulations to
prove that DynaMO with its dynamic tuning feature can offer up
to 15-30% reduction in terms of latency in a large DSME network.

KEYWORDS
IEEE 802.15.4e, DSME, Multisuperframe tuning

1 INTRODUCTION

IEEE 802.15.4 [2] is one of the legacy protocols that supports low-
rate communication with Guaranteed Time Slot (GTS) allocation
mechanism that provides guaranteed bandwidth for time-critical
data. However, it suffered from limited scalability as the number of
GTS provided was restricted to 7. The enhancement of this protocol,
the IEEE 802.15.4e [1], [10] rectifies this problem by the provision
of multichannel and CAP reduction techniques. DSME is supported
by a multisuperframe structure (Fig. 1) which is a stack of several
superframes containing a Contention Access Period (CAP) and Con-
tention Free Period (CFP) for communication. This multisuperframe
structure is defined by a Multisuperframe Order (MO).

DSME also introduces a new technique called CAP reduction
with which the number of GTS resources to accommodate trans-
missions can be further increased. This is achieved by removing
the CAP in a multisuperframe except for the first, hence radically
increasing the number of available GTSs. To invoke CAP reduction
in the network, the coordinator has to send an Enhanced Beacon
(EB) with a CAP reduction primitive.

Traditionally, DSME networks require a careful planning of its
several MAC parameters, such as MO and CAP Reduction usage, by
an experienced network engineer, to achieve adequate QoS levels.
As of now, these values are determined statically at the beginning
of the network. In scenarios where traffic or the number of nodes
can change, which is increasingly becoming a common place in
large-scale IoT networks, static settings inevitably lead to some
kind of compromise in terms of delay or throughput that can only
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be addressed by devising mechanisms that can adapt on-the-fly to
new conditions.
The main contribution of this paper are as follows:

e We introduce a dynamic Multisuperframe and CAP reduction
tuning technique (DynaMO) that yields better QoS perfor-
mance in terms of delay.

e We provide a numerical analysis to calculate the overall delay
of the network.

o We evaluate DynaMO using the simulation platform "OpenDSME"

to validate our analytical model.

In the following section we provide a brief literature survey. In
section III we discuss the problem, then in Section IV, we provide
the DynaMO algorithm and discuss is functionality. Later in Section
V, we provide a numerical analysis for delay. We complement this
analysis using simulation in Section VI. We wrap up our work with
conclusions and discussions in Section VII.

2 RELATED WORKS

In our previous research [12], we observed reduced delay in DSME
network when CAP reduction was utilized. But this analysis was
only made for a static network. There have also been several re-
search works like [3] and [5] in which the performance of DSME
was analysed. However in these simulative studies, features like
the CAP reduction and superframe structure were kept static. We
believe this static configuration can be an impediment to the overall
Quality of Service of the network.

In classic IEEE 802.15.4, researchers in [6] and [14] have used
algorithms to adjust Superframe Order (SO) at the coordinator by
considering parameters of end devices such as queue size, queuing
delay, energy consumption per bit and data rate. This helped in
improving the overall network life time. In one of our earlier works
[8], in contrast to the traditional explicit allocation of GTS in IEEE
802.15.4, we used implicit allocation as the number of GTSs is
limited. We were able to produce betterment in QoS in terms of
bandwidth utilization.

The literature in varying the structure of MAC to improve QoS is
not limited to DSME. Mashood Anwar [4] studied the variations in
superframe of LLDN an other key MAC behavior of IEEE 802.15.4e
and was able to provide an insight on the tuning of superframe to
yield better network performance. Several parameters like sensors
refresh rate, number of devices accommodated in network, data
payload exchanged between the devices and even different levels
of security were analyzed in this work.

We believe that dynamic tuning of the multisuperframe parame-
ters such as MO and CAP reduction primitives has a possibility to
yield better network performance. Hence we investigated several
scenarios of DSME networks and propose a dynamically tunable
multisuperframe scheme that yields better performance in terms
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of delay. In what follows, we present the scenarios of the problem
that DynaMO helps to overcome.

3 BACKGROUND TO THE PROBLEM

The DSME network provides deterministic communication using
its beacon enabled mode in which the entire time frame is sepa-
rated into multisuperframes accommodating several superframes
as shown in Figure 1. The superframe is defined by BO, the Beacon
Order which is the transmission interval of a beacon in a super-
frame, MO the Multi superframe Order that represents the enhanced
beacon interval of a multi-superframe and SO the Superframe Order
that represents the beacon interval of a superframe within a Multi-
superframe duration. The number of superframes in a multisuper-
frame can be given by 2(MO=50) and the number of superframes
that a multisuperframe should accommodate is set by the PAN
coordinator and is conveyed to the nodes via an Enhanced Beacon
(EB) at the beginning of each Multisuperframe.

cap H.cep_Hq cap H cEp cap [H.crp H cap [H.cFP
i T (mE i

Superframe 1 Superframe 1 Superframe 2

__ Superframe 2

Multi-superframe 1 Multi-superframe 2

Figure 1: Superframe structure with BO=3, MO=3, SO=2

Under CAP reduction, all the superframes in a multisuperframe
can be converted into complete CFPs except for the first. In accor-
dance to the standard, both CAP reduction and MO are determined
statically at the start of a multisuperframe by the Personal Area Net-
work Coordinator (PAN-C). The network that is statically defined at
the beginning will have limited capabilities to cope with constantly
evolving network with joining and leaving of the nodes. Some of
the adverse results can be "an improper bandwidth allocation either
due to not enough GTS slots" or "wasted bandwidth increasing the
contribution to the delay."

Having a routing layer such as RPL (Routing Protocol for Lossy
Networks) over DSME is a fundamental mechanism to solve this
problem. In our approach, an updated routing tree of the varying
network topology is provided to the PAN-C by the RPL. As the num-
ber of nodes changes (via association/disassociation), RPL updates
this information and the PAN-C generates a schedule spread into
the available GTSs resources. A detailed report on implementing
RPL over DSME can be found in [11].

In this contribution, we design an algorithm that is able to set the
most adequate value of MO and toggle CAP reduction considering
the needed resources. In doing so, we are able to minimize latency.
The necessary changes to the values of the MO or the CAP reduction
primitive are sent in the beacon payload of an EB at the beginning
of every multisuperframe. Hence, with a dynamic evolution of
a wireless sensor network with addition/removal of nodes new
values for MO and CAP reduction primitives can be dynamically
set, eventually improving the overall QoS of the network.

Bl Single GTSs
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Algorithm 1 DynaMO

1: Input BO, 50, MO, CAP reduction Primitive

2 Pairwise ftransmissions from RPL:
((ay, as), (ay, @3)....(dz, @ ).....(a;, an))

3. Nehannels and Nyg € (1,74 (NCAP))

3

4

5: Initialization

G: repeat

72 Schedule B= Required number of resources to accom-
modate the network

#: Resource test: check Nppp = R in a multisuperframe

1: Case 1: less resources
1l while Nypp < R do
12: CAP Reduction = ON;

13: if resource test = true then
14: Print: DynaMO is successful.

15: else MO = MO + 1;

16: end if

17: end while

19: Case 2: abundant resources
2k while lNrtJ';_'fJ = R do
21: CAP Reduction = OFF;

22 if Resource test = true then
23 Print: DynaMOQ is successful.

24 else MO = MO - 1;

25¢: end if

26 end while

Loop Repeat: Every multisuperframe duration

4 DYNAMO ALGORITHM

In this section, we introduce an efficient multisuperframe tuning
algorithm called DynaMO. The general idea of this algorithm is
adaptively increasing and decreasing the multisuperframe structure
based on the evolution of GTS allocation requirements over time.

Algorithm 1 presents the DynaMO adaptive network algorithm
and Table 1 presents the notation used for the description of the
algorithm.

Notations  Description

N total number of nodes

aj node a; where ie(1,N)

Nchannels number of channels = 16

T; index of the timeslot in the multisuperframe

Ncrp total number of GTSs in the CFP of a multisuperframe
NCAP number of GTS added when CAP reduction is activated

Table 1: Notations for DynaMO

As the network grows/diminishes dynamically, the routing layer
will update the topology and forward the respective schedules that
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Figure 2: multisuperframes in DSME network

contain the list of pair-wise GTSs transmissions. This is provided
as an input (Algorithm line 1). Let us consider pairs of neighbor
nodes (aj,an) to transmit between each other. This transmission
list will be provided as a bitmap to the link layers using the RPL
backbone for every beacon interval.

The PAN Coordinator has access to all information needed to
establish a multi-channel GTS allocation, including, the number
of channels (Ncpannels), the number of the GTSs time slots (NTg)
and the total available GTS resources (Ncrp = Nchannels * NTS)-
The number of time slots can sometimes vary if the CAP reduction
primitive is activated. In such a case, the number of time slots
will be 7 + Ncap, where Nc 4p is the number of time slots added
via CAP reduction. The PAN-C initially randomly determines the
values of BO, MO, and SO and the CAP reduction primitive. Any
change in the network is reported to the PAN-C or the routing
parent nodes for every multisuperframe interval. The delay taken
to accommodate a new network will depend on the size of the
multisuperframe.

In our algorithm, we first determine the number of resources that
need to be allocated in the network. This is achieved through a near
optimal scheduling algorithm such as simulated annealing [15] or
Symphony [11]. In fact, an optimal schedule must use the minimum
number of time slots and channels so that minimal latency can be
achieved. The nodes must also be placed in such a way that there
is no overlapping transmissions amongst them.

5 DELAY ANALYSIS UNDER CAP REDUCTION

For our numerical analysis first we derive the value of Nepp(n),
which is dependent on the values of the MO, BO and SO. This
value is calculated to know the overall GTSs resources available
under CAP reduction, then we calculate its respective delay. Dpgqy
represents the maximum delay a transmission has to undergo for a
successful GTS allocation in a multisuperframe.

In accordance to the standard, there will be an Inter Frame Spac-
ing (IFS) period between every successful transmission. Depending
on their size if less than aMaxSIFSFrameSize, it is called Short
Inter Frame Spacing (SIFS), else it is called Long Inter Frame Spac-
ing (LIFS). Under LIFS, the size extends for a minimum period of
minLIFSPeriod symbols. This IFS contributes to the delay along
with other parameters such as L, gme, the frame length, Rs, the
symbol rate and R}, the bit rate. In accordance to research work
[13] done towards calculating delay in a superframe intervals, the
maximum delay can be given as:

(Lframe X Rs)

Dsirs = R, + minSIFSPeriod,
Dmaz = (Lframe X Rs) )
Drips = —————— + minLIFSPeriod
Ry

The duration of the multisuperframe slot will depend on the
multisuperframe order (MO) issued by the PAN coordinator. This
varies with respect to topology obtained through RPL. Let Ty be
the duration of the multisuperframe slot, Nysp be the total number
of symbols forming the multisuperframe, Njsp, be the total number
of symbols forming the multisuperframe since the value of SO = 0,

Tys = TNA# = Nurp, x 2MO~* (2)
cap +Tcrp

Equation 2 stands true for a scenario with CAP reduction for a
single multisuperframe period encompassing all the GTSs in the
CFP time period. It also considers a CAP region of duration Tc Ap.
A single GTS can span across several superframe slots, and so
we should provide a constraint on it. GTS must be greater than the
total forward delay Dy, 4. Let us consider Ny, iy, to be the minimum
number of superframe slots a single GTS can extend over. The total

forward delay Dy,qx can be given by:

Dmax = Tms X Nmin (3
As we consider a critical data oriented network, we neglect the
delay that occurs in the CAP region of the traditional IEEE 802.15.4.
Under CAP reduction the absolute number of GTSs is not certain,
however it can be expressed as m X Ncpp, where m is the number
of channels and Ncpp is the timeslots in CFP. From these, the
maximum number of GTSs that can be allocated to devices can be
given by:

Tcap
Twms

(Tcap + Tcrp)(1 -

Ncrp(n) = min - ,m X Ncrp| (4)
len

As given in Figure 2, for the need of simplicity, we consider a CFP
with just 2 timeslots and 2 channels (4 available GTSs resources),
this can be generalized for a larger number of channels. In this Fig-
ure we present several scenarios across the different time intervals.
A delay analysis was performed for all these scenarios.

The scenarios (Figure 2) taken for the numerical analysis are
listed as follows:

(i) From T1 to T2: This is a multisuperframe in which normal DSME
without CAP reduction is employed. The multisuperframe in this
scenario is expected to support 5 GTS transmissions. It should be

T7
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noted that without CAP reduction, the superframe has to wait for
a "duration of CAP" before it is able to transmit.

(ii) From T2 to T3: This is a multisuperframe with CAP reduc-
tion employed in it. Unlike the previous discussed case, the final
transmission need not wait for a CAP.

(iii) From T3 to T4: This is a multisuperframe with CAP reduction
employed and the number of transmissions it has to accommodate
is 13. But the MO in this scenario is static, the final transmission of
this use case also has to wait for an entire CAP period before its
transmission.

(iv) From T4 to T5: This is a multisuperframe with CAP reduction
employed with a static MO, but it should be noted that it just needs
to accommodate 3 GTSs. As a result of this 8 GTSs remain unoccu-
pied contributing to the wasted bandwidth eventually affecting the
overall throughput of the network.

(v) From T5 to Té: This holds the same condition as scenario iii,
but with DynaMO, PAN-C counts the number of transmissions to
be accommodated by the CFP. As value is above the number of
timeslots available, it increases the MO by 1 adding a superframe
to the multisuperframe. In this use case, the MO is 2, thus joining
3 superframes within a multisuperframe, eventually reducing the
overall delay.

(vi) From T6 to T7: In this case the number of GTSs to be ac-
commodated is 4. PAN-C deploys CAP reduction in this scenario
eventually providing a single superframe to accommodate the 4
transmissions. This method will reduce the wastage of bandwidth
thus increasing the throughput.

We calculated the delay of the network for all the use cases as
mentioned above using Equation 2. We considered a network that
dynamically grows and thus demanding more GTSs resources. For
CAP reduction scenarios, we take the value of MO to be 1. For this
numerical analysis we consider idle time to be 0 and a constant bit
rate of 1kbps.

From Figure 3, it can be noted that under traditional DSME,
the transmission delay of the GTS frames starts to increase at a
point where the multisuperframe cannot allocate more GTSs. As
the MO is constant, delay inevitably starts to increase when enough
resources are not available, imposing a transmission deference to
the next superframe. However, if CAP reduction is triggered, delay
is much smaller when compared to the normal DSME, as more
GTSs resources are available. With DynaMO, the MO is increased
when more resources are needed, hence, it provides better results
than networks with solely CAP reduction enabled (by 15%) and
DSME networks with constant, non-dynamic settings (by 35%).

6 SIMULATION ANALYSIS

For evaluating DynaMO, we use the OpenDSME simulation plat-
form [7]. OpenDSME is a OMNET++/C++ simulation based envi-
ronment that is dedicated for the simulation of the IEEE 802.15.4e
DSME protocol. OpenDSME also provides the possibility of imple-
menting a viable network layer on top of it. The DSME sublayer of
OpenDSME employs a typical slot based reservation system for a
schedule that is provided by the top layer.

In our model, we provide BO, MO, SO and the CAP reduction
primitives as a direct input. Other network simulation parameters
such as traffic rate, the burst size, the interference and the mobility
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Figure 3: Comparison in terms of delay

Application type | BO | SO | MO | CAP reduction
Delay sensitive 6 0 1 Enabled
Reliability sensitive | 8 3 Disabled
Energy Critical 14 |1 14 | Enabled
High throughput 10 |5 6 Disabled
Large scale 10 |1 8 Enabled

Table 2: Application scenarios for BO,MO,SO variation

models are also be given directly. Furthermore, there is also a pos-
sibility to input the schedule in accordance with a static schedule.
We have also incorporated delay and throughput parameters [9] in
the network definition files to obtain the appropriate output for the
network simulated. The simulations were carried out on a mesh
network and the overall network delay was observed.

IEEE 802.15.4e standard provides certain suggestive values for
BO, SO and MO for application specific scenarios (Table II). These
values when kept static provide us a multisuperframe format with
a specific number of superframes. For the delay sensitive settings
BO, SO and MO is 6,0,1, hence number of superframes within a
multisuperframe will be 2. In such a case, a transmission need not
wait for a long time for the eventual transmission. However, when
kept static, it may result in increased latency.

In Table 3, we provide the parameters that we have used for all
the scenarios we put under extensive simulations.

6.1 Comparison against static CAP reduction

For this comparison we calculate the values of the overall delay of
the network with respect to the number of GTSs transmissions. For
this simulation we analyze the delay of 50 nodes under different
traffic rates ranging from 5-75 Kbps for CAP reduction and without
CAP reduction scenarios in Fig 4. This result complements our
theoretical analysis shown in Figure 2, clearly showing DynaMO
in action.

With a limited number of GTSs transmissions, the delay per-
formance does not have a significant decrease with the scenarios
without CAP reduction (5,10,15 transmissions). Delay performance
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Parameters 6.1 against CAP reduction | against different traffic rates | 6.2 against high throughput settings
Packet Length 75B 75, 100B 75, 100B

Packet Traffic Interval | 50, 30, 15ms 50, 30, 15ms 50, 30, 15ms
Destination sink sink sink

MAC Queue Length 30 30 30

MAC Frame Retries 7 7 7

BO 6 10 6, 10

SO 3 5 3,5

MO DynaMO 6, DynaMO 4, 6, DynaMO
Number of Nodes 5 to 50 5to 50 5to 50

Traffic Rate 15, 25, 75k Kps 15, 25, 50, 75 Kbps 25, 50, 75, 100 Kbps
CAP Reduction DynaMO OFF ON/OFF/DynaMO

Table 3: Simulation Parameters

75kb -
e ——
25kb -

D

25kb -
CAP reduction

Skb -

DynaMO e —

5kb -

Ao

oms 50ms 100ms 150ms

m5trx 10trx 20trx  m 30trx  m 50 trx
Figure 4: Delay analysis against static CAP reduction set-

tings

is in-fact sometimes better without CAP reduction when the num-
ber of nodes is less than 10, due to less wasted bandwidth. However,
as the number of transmissions increases, with CAP reduction, de-
lay is minimized. This is due to the fact that nodes need not wait till
another superframe duration to accommodate the transmissions
that did not occur during the initial superframe interval.

DynaMO switches the CAP reduction parameters according to
the resource requirements and hence doesn’t compromise on the
delay for those scenarios in which CAP reduction is still not needed,
offering a clear advantage over static settings.

For clear understanding, the example of DynaMO is demon-
strated along with the 75Kbps and the 5Kbps case in Figure 5. The
dotted lines represent the scenario with static CAP reduction. Ini-
tially, the CAP reduction is OFF providing minimal delay (similar
to the scenario without CAP reduction), whereas at T0, due to the
scarcity of the resources, the CAP reduction is turned ON dynami-
cally and we can witness a reduction in delay by almost 30%. Above
20 scheduled transmissions, an increase in MO under DynaMO
further maintains a lower delay in comparison to static settings
including the CAP reduction enabled setting.

200ms
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Figure 5: Delay analysis for 75 and 5 Kbps traffic rate

6.2 Comparison against Delay sensitive and
high throughput settings

In this experiment, we compare the static high throughput settings
and the static delay sensitive settings (dotted lines) with DynaMO.
In Figure 6, we demonstrate this comparison over 100Kbps. The
other traffic rates also have a similar behavior. OpenDSME does
not allow the value of SO to be set to ’0’ by default. So we took
another delay sensitive setting of BO, SO and MO to be 6,3,4 such
that the number of superframes within a multisuperframe will be 2
and every beacon interval will have 4 multisuperframes.

The delay is always higher in the high throughput setting, and
this gap increases with traffic rate. The higher MO in the high
throughput settings causes a wastage of bandwidth which results
in additional delay, contrary to the time-sensitive settings in which
the superframes are closely packed. We observe almost 20-25%
reduction of delay under delay sensitive settings when the number
of transmissions is maximized. However, relying on static settings
which provide shorter MO is often not an adequate solution, as it

50
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Figure 6: Delay Analysis against delay-sensitive settings

can compromise the QoS if the network needs to accommodate an
increase in traffic.

In Figure 6, at T0, we start DynaMO with a high throughput set-
ting, consisting of one superframe in a multisuperframe. However,
as the timeframe moves on to T1 and the number of transmissions
increases, DynaMO automatically adapts its MO based on the num-
ber of resources. In this case, by increasing MO, DynaMO packs
more superframes within the beacon interval, providing more GTS
bandwidth and eventually obtaining lesser delay.

We can observe a significant reduction in delay, even when com-
pred against the static delay-sensitive settings. Notice, that the
delay-sensitive setting does not outperform DynaMO in terms of
delay when the the number of transmissions is lesser. Although
this could somewhat appear counter-intuitive, as the number of
transmissions increases, the short MO is not able to accommodate
the transmissions causing a deference of transmissions to the subse-
quent superframes. This increases delay and its effect is particularly
visible above 35 scheduled transmissions. With DynaMO employed,
we are able to witness 15-30% reduction in delay when compared
to the standard presets.

7 FUTURE WORK

In this paper we introduced an efficient multisuperframe tuning
technique that can switch CAP reduction and tune the MO on
demand, on a dynamic DSME network. From our simulations and
numerical analysis, we learn that static settings are an impediment
when it comes to large scale DSME network. With our tuning
technique, we were able to obtain 15-35% of reduction in the overall
delay of the network.

The network analysis in this paper was focused on delay over a
mesh network. DynaMO also impacts other QoS parameters such as
throughput and bandwidth utilization, and these will be objective
of further work, while applying our technique into other different
topologies and scenarios. We hope this algorithm will be part of
a package aiming at dynamically improving the QoS of DSME, as
we believe this is necessary for this protocol to achieve its full
potential.

Harrison Kurunathan, Ricardo Severino, Anis Koubaa, Eduardo Tovar

Though DSME has all the factors to become a de-facto protocol
for critical IoT, not much research work has been done on imple-
menting it in real platforms, nor over real time operating systems.
We intend to implement DynaMO and DSME over a Commercial
off The Shelf Technologies (CoTS) to better assess its capabilities
over real hardware.
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ABSTRACT

Fog computing aims to support novel real-time applications by
extending cloud resources to the network edge. This technology
is highly heterogeneous and comprises a wide variety of devices
interconnected through the so-called fog layer. Compared to tra-
ditional cloud infrastructure, fog presents more varied reliability
challenges, due to its constrained resources and mobility of nodes.
This paper summarizes current research efforts on fault tolerance
and dependability in fog computing and identifies less investigated
open problems, which constitute interesting research directions to
make fogs more dependable.
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1 INTRODUCTION

Fog computing is a recent computational paradigm, first intro-
duced by Cisco, to extend cloud computing computational resources,
closer to the edge of the network [7, 19]. Fog is a middle layer
between the cloud and the devices to have more efficient data pro-
cessing, effective analysis and storage scalability. It also reduces
the amount of data transmitted to the cloud [14]. There is a general
understanding that this technology is suitable for Cyber-Physical
Systems, IoT and Industrial IoT (IIoT) in different application areas.
For instance, smart cities, agriculture domains, vehicular systems,
industrial automation, health-care and robotics. It is also claimed
that fog represents a solution to improve latency for distributed
control systems in general.

According to Bonomi et al. [7] fog computing has the following
characteristics, a) Low latency and location awareness; b) Supports
geographic distribution; c¢) End device mobility; d) Capacity of
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processing with a high number of nodes; e) Wireless access; f)
Real-time applications and g) Heterogeneity. These characteristics
make fog computing a suitable solution for overcoming problems
manifested by the use of traditional cloud computing in Internet of
Things (IoT), like high mobility and low latency, but they also give
rise to new dependability challenges. Note that each of the factors
mentioned above represents a difficulty for achieving dependability,
so the combination of all of them makes the whole undertaking
even more challenging.

Dependability is the ability of a system to supply trusted and
available services. A dependable system is a system which is able to
avoid service failures that are more frequent and more severe than
is acceptable. There are many dimensions that should be consid-
ered to analyze whether a fog-based solution is dependable, such
as availability, reliability, performability, maintainability; which are
well-known dependability attributes (or requirements) [4]. At the
same time, there are different ways to implement a dependable sys-
tem, for instance using fault tolerance algorithms and redundancy
techniques. Given the interest in fog computing and the difficulties
it introduces in terms of dependability, it is important to under-
stand how dependability and fault tolerance are addressed in the
literature on fog computing.

This paper summarizes fog computing dependability require-
ments and discusses the gap, in terms of dependability, of the exist-
ing solutions with respect to the desired dependability requirements.
After presenting a basic hierarchical structure of fog architecture,
in this paper we will 1) identify and classify current research ap-
proaches for dependability in fog computing, 2) compare different
proposed solutions considering traditional dependability notions
for critical systems, and 3) discuss research gaps related to fog com-
puting dependability. We realized that there is a range of terms
alternatively used for fog computing by authors in the literature.
For instance edge clouds, cloudlets, mobile edge computing, etc. We
considered these terms as related technologies to fog computing
in our study. The remainder of this paper is organized as follows.
In Section 2 we present the fog computing architecture. In Section
3, we review current approaches for dependability solutions in fog
computing. In Section 4 we discuss the gaps between current re-
search approaches and fog computing dependability requirements
and finally we conclude our work in Section 5.



2 FOG COMPUTING ARCHITECTURE

Fog computing is a highly virtualized platform that provides stor-
age, communication, computation, controlling, machine learning
services in a decentralized network closer to devices [1, 15]. To the
best of our knowledge, there is no reference architecture for fog
computing, however, there are basic architectures for fog proposed
in the literature, like [15, 21, 25]. The proposed architectures are
mostly constituted by a three-layer structure, as depicted in Figure
1, which includes a layer between cloud and devices, known as fog
layer. This fog layer carries out the task of computation from clouds
closer to the network edge.

Cloud Layer

T
®)
TRy

Sensor Layer

Figure 1: The basic hierarchical architecture of fog comput-
ing.

There is a somehow diffuse border between fog computing and
the paradigm called edge computing, but there is an important
difference that we will apply in this work: edge computing does not
preclude the existence of a cloud to which the intermediate nodes
are connected. However, whenever edge is used in combination
with cloud, one can arguably say that both paradigms are equivalent.
For this reason, we also investigated systems introduced as edge
computing but have considered them as instances of fog.

In the following we will describe each layer of the hierarchical
fog computing architecture:

2.1 Cloud Layer

This layer consists of multiple, powerful computational resources,
storage and servers, which are capable of processing, analyzing and
storing large amounts of data. Cloud computing provides services

for different application domains, for instance, vehicular systems,
smart cities, smart factories, health-care, etc. [25]. The clouds are
efficiently managed and scheduled by some control strategies to im-
prove utilization of the cloud resources. Although cloud computing
is empowered by huge computational resources and storage capac-
ities, for certain tasks, e.g. those requiring low latency, it might be
better to release their execution to other parts of the system, closer
to the edge [27].

2.2 Fog Layer

According to the OpenFog consortium, the fog computing model
moves computation from the cloud closer to the network edge,
by placing geo-distributed computational resources between the
cloud and sensor layer [21]. The Fog computing layer is composed
of fog platforms (the fog nodes) which rely on highly virtualized
resources running under hypervisors. Fog platforms are constituted
by a large number of fog nodes consisting of routers, switches,
Wireless Access Points (WAP), Road Side Units (RSUs), gateways,
wireless set-top boxes, network bridges and cellular base stations
(6, 11].

These fog nodes, which can be fixed or mobile, are distributed
in different geographical locations to provide services in proximity
of edge devices. Given that the edge devices (Sensor layer) can
be mobile, the Fog layer should enable reallocation of tasks and
resources at runtime. In fact, the high mobility characteristic of
fog computing typically gives the impression that fog nodes enter
in and out the network, which may give rise to novel availability
issues. In terms of security, the existence of this intermediate level
also increases the attack surface of the system considerably.

2.3 Sensor Layer

This layer is bottom layer in the hierarchical architecture which
consists of devices, sensors, actuators in a physical environment;
for instance, vehicles, smart cards, IoT devices, etc. Devices in this
layer are geographically distributed, can be fixed or mobile, and re-
quire minimal computational resources, being typically very energy-
constrained. Usually utilized as smart sensing devices, they sense
data and gather information, and then send it to the upper layer for
processing, storage and distribution [2].

3 CURRENT DEPENDABILITY APPROACHES
FOR FOG COMPUTING

Dependability approaches for fog computing are mainly proposed to
address dependability objectives, redundancy models and fault man-
agement solutions. Figure 2 present a summary of the approaches
in our literature review.



3.1 Dependability Objectives

Dependability requirements for fog computing are not clearly de-
fined, as fog computing is a very recent technology. Our review
of existing literature shows that authors differ significantly from
each other in terms of the types of faults and errors they address,
the method applied and even the dependability requirements them-
selves. Our study shows that the most common objectives are im-
proving availability, reliability and Quality of Service (QoS). The
ways to improve these attributes are typically based on redundancy
models which are explained in the following subsection. Our study
also shows that scalability, i.e. the ability to provide service for a
large number of devices in the Sensor layer, is a crucial aspect of Fog.
This can be related to the dependability attribute of performability.

3.2 Redundancy Models

Proposed redundancy models has been applied at different levels of
the systems architecture: the communication links, the computing
nodes and the application software. For instance, regarding net-
work connectivity, Cau et al. used 5G communication to satisfy
network reliability [10]. Wiss & Forsstrom. consider higher net-
work connectivity as availability by using SCTP protocol instead
of TCP [29].

Other works also consider the possibility of node failure. Itani et
al. proposed dynamic failure recovery to improve node availability
[16]. Zhou et al. used message broadcasting to check node avail-
ability for offloading tasks in case of fog node or link failures [33].
Okafor et al. proposed using of Spin-Leaf topology in fog network
to ensure availability [20].

There is an interesting family of solutions that rely on software
reallocation in order to increase service reliability/availability. Saqib
& Hamid. proposed a task off-loading solution to ensure reliable
computation in fog computing and IoT network [26]. Aral & Brandic.
focused on QoS of VMs in an edge network infrastructure [3] and
Osanaiye et al. proposed a live VM migration framework to increase
QoS by improving availability of VM fog nodes [22]. Rimal et al.
focused on improving system performance to promote QoS [24].

But, although authors allegedly address all these requirements,
quantitative goals which would help us to define system thresholds
are seldom or partially reported. In the scheme proposed in [9],
authors considered strategies to minimize bandwidth and storage
usage in which they reported percentage values of the gap between
optimal scheme and practical measurements, lower than 6.2% and
30% for bandwidth and storage usage respectively.

Availability of replicated nodes or links are checked using differ-
ent monitoring tools [17] or calculated via mathematical methods
[9] or the use of machine learning algorithms [3].

With respect to the applied redundancy schemes, we found out
that all types of redundancy have been used by different authors. It
was observed that sometimes natural redundancy has been used for
path redundancy, for instance as provided by wireless broadcast in

amic, Natura/ Re,
‘a{\c'o"“ c d“"dan
S S S
% 8 &5
°% 52 g%
o T o S8
52, % § & @
%0, S <TE 9
SN 5 @
D0 X
%% ¢
%{6‘,.,0 2% Redundancy
Yocy Ccgr” o models
PN & & Q ac®
Uey S L @ 3.
s (@0 S N
Geourse O % ity
ecki; S ® q\lab

Dependability

Figure 2: Summary of current dependability approaches for
fog computing.

[10]. The most common approach is Primary/Backup redundancy,
with reconfiguration upon failure. Schemes relying both on Active
replication (also known as Active/Active or Hot stand-by) and Pas-
sive replication (also known as Active/Passive or Cold stand-by)
were found. For instance, Banson et al. proposed a dynamic path
selection method based on Software defined networks (SDN), lever-
aging SDN monitoring tools to check the links availability status
[5]. In another work [12] Maximum Distance Separable code (MDS)
is used for dynamic clustering to find redundant nearby nodes. Al-
though there are some approaches using dynamic redundancy, most
often static allocation of redundancy is used. Cau et al. proposed
static signal forwarding to available nodes in case of node failure
in the network [10]. Other works also proposed passive replication
in which virtual backup resources are pooled and shared across
multiple virtual infrastructure [28, 31].

3.3 Fault Management Solutions

Solutions for fault management in fog computing proposed in the
available publications on dependability and fog computing shows
that authors have more importantly focused on these specific prob-
lems: a) Optimal allocation of redundancy, to reduce utilization.
An instance is the work of Mennes et al. [18] which proposed an
algorithm for optimal application placement; b) Techniques for
error detection and reconfiguration upon failure, like e.g. Cher-
vaykov et al. proposed a reconfigurable data storage system based
on Redundant Residue Number System (RRNS) [13] and Xiao et
al. [30] proposed a re-transmission method to re-send data in case
of links or nodes failures or delay issues in a fog network; c) Meth-
ods for checking availability of redundancy, like monitoring tools,
especially tailored for resilient networks [32].

4 DISCUSSION

Our study has provided us with very useful information about the
current state of the art regarding dependability and fog computing.
We have identified a number of research topics that seem to have



received much attention from the research community. Namely:
the trade-off between resource utilization and fault tolerance, the
use of redundancy methods to increase availability and, last, the
trade-off between reliability and timeliness, particularly for node
replication schemes.

However, there is also an extensive list of challenges that have
received very little attention. In the following, we summarize the
open research problems that, in our opinion, deserve further inves-
tigation. The list does not intend to be exhaustive, but it defines a
preliminary roadmap of the issues that need to be addressed next.

Introducing more complex failure modes. We noted that
only simple (benign) failure modes have been considered in the lit-
erature. Authors typically consider crash and omission failures for
communication links and available vs. non-available node failures
(i.e. Stop failure semantics). However, more complicated failure
modes like Byzantine or arbitrary failures, late performance and
failures due to malicious faults remain unaddressed in this hetero-
geneous fog environment with complicated functionality. Another
aspect that deserves more research is identifying system specifica-
tion failures. For instance, late performance, bad design or wrong
demand expectation/dimensioning might cause general failures as
they have been disregarded while designing dynamic mechanisms
such as dynamic reallocation of software. To give just an example,
both intentional and unintentional Denial of Service (DoS) failures
are possible in systems that do not properly handle oversized loads,
even in cases where system allows dynamic changes. We believe
that as the technology extends to more domains, the nature and
severity of the faults that need to be addressed will have to be
clarified.

Integration of multiple levels of redundancy. Since fog is
a complex, multi-layered architecture, we need to consider fail-
ure probability in each layer of fog computing. So far, redundancy
schemes have been proposed individually, and the potential inter-
ference between them has not been investigated. This also includes
clarifying the interaction between application and data replica-
tion throughout the architecture, including data source and data
transmission, which can be upward (from clouds to fog), down-
ward (from sensors to fog) or internally cashed in fog node. All of
this makes the fault-tolerant replication model more complicated,
comparing to cloud and traditional critical systems.

Security issues aggravated by faults. We found out that there
are a number of papers dealing with security [8, 13, 20, 22], but
none of them addressed security for fog computing in the presence
of unintentional faults. On the other hand, methods to achieving
replication securely under differing threat models has not been
specifically surveyed to provide secure redundancy techniques.

Error propagation through the fog structure. Uncontrolled
error propagation is an important problem in any dependable sys-
tem. The usual way to handle this problem is by defining and
substantiating appropriate error-containment regions. This work
has not been done for existing fog computing architectures. This
aspect is related to the security problems discussed above, since

correct error-containment is a good support for security, but it
also concerns non-malicious faults, which can spread as subsystem
errors and cause unexpected failures in other parts of the system.
In a highly-dynamic system like the fog, poor handling of error
propagation might even lead to instability system-level problems.
This also opens an opportunity to investigate novel methods for
error forecasting and dynamic error containment.

Fault recovery and node reintegration. Current approaches
studied in this work have investigated different methods for fault
detection, fault-tolerance, fault prevention and fault diagnostics.
However, in a long-lifed system like the fog, it is also needed to
develop methods that allow faulty components to recover and be
reintegrated in the system operation. This can prevent system fail-
ure or shut down caused by fast redundancy attrition.

Scalability concerns. Fog nodes should be able to provide ser-
vices for a large number of heterogeneous devices in different ap-
plication areas. These application domains can require large-scale
deployment of nodes, also for safety-critical domains. For instance,
firefighting, transportation systems and industrial robotics. When
a fog node fails in such large-scale critical systems, it is usually
difficult to coordinate the huge number of sensors and devices in
the presence of faults or to recover from failures. Similar unknown
risks, caused by the large system size and the massive number of
components, might be found in future applications.

A comprehensive fault management framework is missing.
A fault management framework is a part of large network man-
agement structure. This framework can address faults in a higher
level as well as designing a high level management infrastructure
for addressing faults in a system [23]. Although there are some
frameworks proposed for Fog computing and fault tolerance in Fog
networks, they do not address faults in all aspects. For instance,
considering connection failure, node failure, application placement,
task management, etc. combined in the same framework package.
As indicated above, certain notions like fault diagnosis and fault
treatment have received little attention, as well as the threats posed
by malicious faults. All these aspects should also be integrated in
this fault management framework. Similarly to other large-scale
networked systems, the fog allows application of novel methods
based on statistical learning, such as machine learning, in order to
identify anomalies and forecast faults, but this type of work is still
in its infancy. A suitable framework should include methods for
data collection and collection, and a repository of considered faults
and mitigation techniques.

5 CONCLUSION

This paper has reviewed the current state of the art regarding
dependability and fog computing. We have summarized the current
research efforts and discussed a list of open research problems.
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ABSTRACT

Distributed Embedded Systems (DES) typically have real-
time and dependability requirements. Moreover, if they
have to operate in dynamic operational contexts, they need
to be adaptive. That is, they must be able to automati-
cally and autonomously rearrange in response to changes.
In order for a DES to be adaptive, its underlying subsys-
tems must be flexible. The implementation of the flexibility,
just like the implementation of the real-time and depend-
ability, cannot be done in an orthogonal manner since it
entails the collaboration of various subcomponents at differ-
ent levels of the architecture. The DFT4FTT project pro-
poses a self-reconfigurable infrastructure for implementing
DES with real-time, reliability and adaptivity requirements.
One of the most relevant fault tolerance mechanisms is the
dynamic replication of messages, that makes it possible to
tolerate transient faults affecting the network. In this paper
we describe more in-detail the design and implementation of
this mechanism.

1. INTRODUCTION

Modern Distributed Embedded Systems (DES) operate
under dynamic operational contexts. On the one hand, the
operational requirements - which include what the system
has to do (its functionality), the real-time guarantees it
has to provide, and the reliability it has to exhibit - can
change in an unpredictable manner. On the other hand,
the operational conditions, that is the circumstances under
which the system has to operate can also change in an un-
predictable manner. Note that the operational conditions
include changes in the environment and changes in the sys-
tem itself, due to faults. This kind of DESs must be able
to rearrange to adequate to the new operational context,
while maintaining its real-time and dependability behaviour.
That is, this kind of DESs must be able to adapt. Adaptivity
can be achieved following the next steps: monitor the en-
vironment and the system itself; determine when a relevant
event has happened; decide on an counteraction to address
the effects of this event; and, finally, carry out said action.
Furthermore, these abilities must be carried out automati-
cally and autonomously. Some examples of adaptive DES
are: autonomous vehicles, machinery in a smart factory and
self-repairable devices.

Adaptivity is an interesting property and, in the scope of
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this work, we explore it to achieve two different goals. In
general, adaptivity can be used to construct a more efficient
DES. This is because a DES that is able to dynamically
change the assignment of computational and communica-
tion resources to the different functionalities does not need
to be dimensioned for the worst case scenario. Moreover,
adaptivity is also appealing from a dependability perspec-
tive. The reason is that it allows the implementation of
dynamic fault tolerance mechanisms, which are more effec-
tive than the static ones. An example is the ability recover a
faulty node replica, thus, maintaining the level of reliability
of the DES during a longer period of time. Another example
is the ability change the fault tolerance strategy at runtime
depending on the operational requirements of the DES.

To properly construct a DES that is adaptive, it is nec-
essary that the underlying subsystems are flerible enough
to support the desired adaptive functionality. However, the
implementation of the flexibility cannot be done in an or-
thogonal manner since it entails the collaboration of various
subcomponents at different levels of the architecture. For
instance, if we want the DES to be able to change its opera-
tion at runtime, it must implement mechanisms allowing it
to load/unload tasks into/from the nodes, as well as regis-
ter and unregister their associated communications. Conse-
quently, an holistic approach must be followed, that is, the
system must be considered as a whole and implement spe-
cific services at different levels of the architecture to provide
such flexibility.

Note that this lack of orthogonality does not only affect
the implementation of the flexibility, but also the implemen-
tation of the real-time and the fault tolerance mechanisms.
Consequently, DESs with real-time, reliability and adaptiv-
ity requirements must be constructed in the form of what
we call a complete infrastructure, that is, as a set of interre-
lated hardware and software components (the architecture)
together with a set of in-built mechanisms that make it pos-
sible to fulfil all these requirements, both at the node and
at the network level.

To support real-time highly-reliable adaptive DESs, the
Dynamic Fault Tolerance for the Flexible Time-Triggered
Ethernet (DFT4FTT) project [3] proposes a complete in-
frastructure with advanced fault-tolerance capabilities while
taking into account the above-mentioned aspects.

At the node level, DFT4FTT provides high reliability by
means of active replication with majority voting. That is,



each critical task is executed in parallel in several nodes of
the DES, which we call Computational Nodes (CNs). To
provide flexibility at this level, we proposed a centralized
architecture in which a so-called Node Manager (NM) can
reconfigure at runtime the allocation and replication of tasks
into the CNs [3].

At the network level, we have designed DFT4FTT to
rely on the Flexible Time-Triggered Replicated Start (FT-
TRS) [5], a switched-Ethernet implementation of the Flexi-
ble Time-Triggered (FTT) communication paradigm. FTT
makes it possible for the nodes of a DES to exchange traf-
fic with real-time guarantees. Moreover, FTT provides full
flexibility in the communications, that is, on the one hand, it
supports the exchange of periodic as well as aperiodic traf-
fic with different real-time requirements and, on the other
hand, it allow to change the real-time requirements of the
traffic at runtime. High reliability is achieved by means of
fault tolerance. Specifically, permanent network faults are
tolerated by replicating the network, while transient faults
are tolerated by proactively retransmitting the critical mes-
sages.

Note however that, so far, the temporal replication of mes-
sages in DFAFTT was static. Such static replication can be
inefficient, or even ineffective, when facing the changing op-
erational conditions in which adaptable systems operate. To
overcome this issue, in the present paper we propose how to
make the proactive retransmission mechanism of DEFT4FTT
dynamic. Specifically, we propose to change the number of
message replicas to be sent at runtime (referred to as k here-
after) depending on the current operational context.

It is important to highlight that, although all this work
has been developed in the scope of the DFT4FTT project,
the ideas here presented are quite generic and, thus, they
can be applied in different communication subsystems.

The rest of the document is organized as follows. First we
discuss the related work and introduce the main features of
DFT4FTT. Second, we explain how the system can detect
the need for changing k£ from a system-wide perspective, the
guidelines for dynamically determining the proper value of k,
and how to consistently and reliably propagate any change
to all the nodes. Third we describe a partial implementation
and a set of experiments that demonstrate the feasibility of
the ideas presented here. Finally, we summarize the paper’s
contributions and point out future work.

2. RELATED WORK

During the last decades several architectures have been
proposed for providing real-time and fault-tolerant ser-
vices for the execution and/or the communication of tasks
in distributed systems, e.g. MAFT,/FTP-AP, Delta-4,
GUARDS, EMC, DREAMS [1]. Some of them like Delta-
4 and DREAMS do even provide services to reallocate and
reschedule tasks at runtime. Nevertheless, some of these ar-
chitectures require complex communication protocols at the
application or transport layer to provide node fault toler-
ance, others require costly adhoc network topologies, while
others are generic architectures that do not provide any spe-
cific strategy for replicating the nodes or the network.

On the other hand, several Ethernet protocols do provide
some real-time and/or fault-tolerance properties. Some of
the newer ones such as PRP, AFDX, TTEthernet and spe-
cific TSN standards can even provide zero recovery times
by means of spatial redundancy, e.g. TSN’s IEEE 802.1CB.

However, none of these protocols provide temporal replica-
tion of messages to efficiently tolerate transient link faults,
i.e. at most, they use proactive message replication to send
critical messages through the available redundant paths so
as to tolerate permanent link faults. Moreover, they either
do not support online rescheduling or do imply a reschedul-
ing latency that is not adequate to timely react to critical
situations requiring a fast reconfiguration [5].

3. OVERVIEW OF DFT4FTT

As already introduced, DFT4FTT relies on FTTRS [5] to
implement the communication subsystem. In FTTRS the
regular nodes of the DES are called slaves and they are in-
terconnected by means a duplicated star. As seen in Fig. 1,
in DFT4FTT the slaves correspond to the CNs. The com-
munications among slaves is managed by the Node Manager
(NM), which embeds an FTTRS master.

The master organizes the communication in fixed-
duration slots called FElementary Cycles (ECs). In turn,
each EC is divided in several windows: Trigger Message
Window (TMW), Synchronous Window (SW) and Asyn-
chronous Window (AW). The EC starts with the master
transmitting the so-called Trigger Message (TM). The pur-
pose of this message is twofold: it notifies the slaves about
the start of a new EC and it polls the set of periodic mes-
sages that they have to transmit during that EC. Then, dur-
ing the SW, the slaves transmit the corresponding periodic
messages, as instructed by the TM. Finally, during the AW,
the slaves transmit their pending aperiodic messages.

FTTRS follows a publisher-subscriber communication
scheme. Every slave willing to transmit must publish mes-
sages through a dedicated logical virtual communication
channel called stream. Each stream has a set of attributes
that characterize the properties of the traffic it conveys.
Some examples of real-time attributes are the size of the
messages, the deadline and, in case of a periodic traffic, the
periodicity. In turn, slaves willing to receive must subscribe
to the corresponding streams.

Regarding the tolerance to faults affecting the network,
note that transient network faults are typically tolerated
using Automatic Repeat Request (ARQ). That is, when a
message is lost, the receiver notifies the transmitter that
the message was not received and, then, the transmitter re-
transmits said message. Note that this approach is efficient
in terms of bandwidth but it introduces a non-significant
delay that penalizes the real-time response of the network
[5]. That is why proactive retransmission is more suitable
in real-time systems, in general, and in DFT4FTT, in par-
ticular. Specifically, publishing nodes transmit each critical
message k times in advance to maximize the probability of
the subscribers to receive at least one message replica. Note
that k is a new attribute of the streams and that, so far, it
has been static in DFT4FTT.

At the node level, each functionality in the system is im-
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Figure 1: System architecture.  Figure 2: App example.



plemented by means of an application. An application is
composed of several interconnected tasks that can be exe-
cuted in parallel or sequential manner. In turn, a task is
the minimum unit of computation and can be deployed in
any CN. As an example, Fig. 2 shows a control application
composed of three tasks connected in sequence: a sensing
task (9); a triplicated control task (C), where each one of
its replicas executes in parallel; and an actuation task (A).

Note that an application is executed as a set of sequen-
tial phases involving execution of tasks and transmission of
messages. Thus, a given system configuration basically in-
cludes the allocation and replication of tasks, the number
of proactive retransmission of critical messages (k), and the
schedule of tasks and messages.

At runtime, the NM is the responsible for detecting when
a new configuration is required, find a new configuration
that fulfills all the operational requirements (functionality,
real-time guarantees and reliability), and propagate the new
configuration to al the CNs.

4. DYNAMIC MESSAGE REPLICATION

Making dynamic the proactive retransmission of messages
basically consists in (1) detecting when the operational con-
text changes; (2) determining, accordingly, on the specific
number of message replicas (k) for each type of message
(and stream); and, finally, (3) propagating the new replica-
tion parameters to the nodes of the DES. While all these
three steps are covered next in subsections 4.2, 4.3 and 4.4,
let us first introduce the two general policies that can be
followed to address them.

4.1 Dynamic replication policy

Although the fault tolerance mechanisms of a DESs are
not orthogonal to each other and to the other architecture
mechanisms, the NM can still follow two main policies to
temporally replicate messages in a dynamic manner, namely
the network-level policy and the system-level policy.

According to the network-level policy, the NM would make
its decisions on how to temporally replicate messages tak-
ing into account the operational context exclusively from
a network-level perspective. In other words, given a set
of streams and the level of criticality of each one of them,
the NM would take into account how many replicas of each
message of said streams are being proactively retransmit-
ted, what is the number of available links (i.e. the available
link spatial redundancy), and how the environment is affect-
ing the quality of the links (e.g. their BER). In particular,
the NM would set k for each stream to ensure, with a high
probability, that at least one message replica of each critical
stream reaches all the destination nodes. Note that there are
several strategies to decide on k, as proposed in [2]. The NM
can consider that the quality of the links used to transmit a
given stream is the worst (maximum) probability with which
messages are being lost in any of them and, thus, transmit
the stream using (the same) conservative value of k in each
one of those links. Alternatively, the NM can discriminate
the quality of each link and, thus, use a different value of &k
in each one of them [2].

In contrast, following the system-level policy the NM
would make its decisions considering the operational con-
text from the perspective of the whole system, i.e. consid-
ering the available (spatial) redundancy at multiple levels
of the DFT4FTT system architecture. This would result in

a more efficient message replication, since the DFT4FTT’s
fault-tolerance mechanisms of these additional redundancy
levels can indirectly tolerate transient faults affecting the
messages, without having to ensure that at least one mes-
sage replica reaches the destination in a link basis. The main
fault-tolerance mechanisms DFT4FTT includes at its other
levels are: (1) the replication of critical tasks (in different
nodes), so that each critical data message is transmitted sev-
eral times (once per task replica) even if each task replica
is configured to send only one copy of that message; (2) the
Distributed Consistent Majority Voting (DCMV) [4], which
allows replicated tasks to achieve a consensus thereby toler-
ating faults affecting not only task replicas themselves, but
also their ability to transmit/receive critical data messages;
(3) the Cec-vector Exchange Protocol (CVEP) [4], which al-
lows tolerating bursts by proactively retransmitting several
replicas of each critical data message in several consecu-
tive ECs; (4) the reintegrating mechanisms proposed in [4],
which allow recovering transiently-faulty nodes; and (5) the
duplication of the network, which provides up to 4 partially-
redundant physical paths between each pair of nodes [5].

We have decided to follow the system-level policy to de-
sign and implement the dynamic replication of messages.
We believe that this policy is better, since it can exploit the
different DFT4FTT’s redundancy levels to provide the nec-
essary reliability in a more cost-effective manner. This does
not mean, however, that other redundancy levels could sub-
stitute the message replication. Although other levels can
indirectly improve the tolerance to faults affecting the trans-
mission of messages, it is important to deal with each fault
as close as possible to its point of origin both in the space
and the time domains. In general, if the errors generated by
a fault propagate to a higher level, they can provoke faults
at that level that, then, will manifest in manners that are
more severe and difficult to handle.

4.2 Detection of the need for changes

In this section we outline which changes of the operational
context make it necessary to update the number of message
replicas to be proactively retransmitted, i.e. k. Then, we
explain which information can be monitored to detect these
changes.

Since the system must be (re)configured in an holistic
manner, the explanation of what changes trigger the up-
date of k must be done from a system-wide perspective. At
system’s start-up the NM sets k£ to a conservative value,
considering the different levels of redundancy of DFT4FTT,
but assuming that the network has to deal with the harshest
environment in which the system is going to operate. Then,
the NM decides to dynamically reconfigure the system, in-
cluding k, when it encounters the following situations. First,
if the environment actually becomes more benign, then the
NM can reduce k to save energy, or to ease future configura-
tions in which it could need to fit new streams (e.g. if new
tasks are put into execution). In any case, k should always
be conservative enough to prevent the system from failing
while, in the future, it carries out reconfiguration actions to
increase k again so as to deal with an increasingly harshly
environment. In this later case note that, if the network has
no available-enough bandwidth to increase k (e.g. if it had
to accommodate new tasks and their streams), then the NM
would need to reconfigure the redundancy at the other levels.
This reconfiguration can consist in evicting non-critical tasks



(or even reduce the number of task replicas), and thus their
streams, to free bandwidth so as to accommodate higher
values of k. In any case, the NM has to find a configuration
in which the redundancy degree at the different levels of its
architecture guarantee, as a whole, the desired system reli-
ability. Second, if the system loses (spatial) redundancy at
any of its other levels due to faults - e.g. if a node, task, or
link fails -, then the NM should increase k taking into ac-
count the just-mentioned considerations about the available
bandwidth. Analogously, if the system regains redundancy
thanks to its reintegration mechanisms, then the NM can
conservatively reduce k as explained before. Third, if the
operational requirements (functionality, RT guarantees, or
reliability) of the system change, then the NM may need to
change the set of tasks to be executed (and with them their
interdependencies and streams). If so, it will need to find a
new configuration with an adequate redundancy degree in
each level of its architecture, including again a conservative
value for k.

It is important to note that it may be impossible to find a
new configuration that fulfills all the requirements when the
operational context changes. If so, the NM needs to find a
new configuration in which the system provides its services
with an adequate/acceptable level of reliability (even though
it is in a degraded manner from the functional point of view).

Next we outline the mechanisms DFT4FTT can use to
monitor the environment and the system itself, so as to de-
tect the just-described situations that require a system re-
configuration.

For detecting changes in the environment that affect the
network, the NM can use different mechanisms. First, sev-
eral radiation sensors could be placed in the system from
which the NM could measure how harshly the environment is
and, thus, estimate the expected rate of transient link faults.
Second, the NM can also estimate the rate of transient faults
affecting each link through which it receives messages, by
using the counter of dropped incoming messages (due to er-
rors in the channel) provided by the Ethernet card it uses
to communicate through that link. Third, in DFT4FTT
each CN periodically transmits to the NM an I Am Alive
(IAA) message which piggybacks information contained in
the TM. The NM can use the percentage of IAA omissions
from a given CN to estimate the probability with which the
transmitted TM does not reach that CN and, thus, the rate
of transient faults affecting the link through which it trans-
mits messages to that CN. Finally, the CVEP retransmission
mechanism mentioned in Sec. 4.1 requires task replicas to
send ACK messages [4], which then are used by the switch to
determine which critical data messages each task replica was
able to transmit/receive. The NM can use this information
to estimate the rate of transient link faults as well.

To detect changes in the available spatial redundancy, the
NM can use the just-mentioned mechanisms (except the first
one). For instance, if a CN omits its expected IAA during a
relatively long period of time, the NM will diagnose that CN
as permanently faulty. Conversely, if that CN reintegrates,
and from then on successfully transmits its IAA, then the
NM will detect that the CN is available again.

Finally, for detecting changes in the operational require-
ments, the NM includes application-dependant knowledge
(codified at design time) about both the environment and
how the system should operate accordingly [3]. For instance,
in an autonomous vehicle, the NM can use this knowledge to

detect when the terrain changes and, then, determine what
are the new operational requirements to adequately drive.

4.3 Determination of the configuration

To determine a new system configuration we propose that
the NM carries out a search among all the possible con-
figurations to find a valid one, i.e. one that fulfills all
the operational requirements. Some of the search tech-
niques we are considering for this purpose are: heuristic-
based techniques like branch and bound with a greedy algo-
rithm, metaheuristic-based techniques like Tabu search [6]
and solvers like SMT solvers [8].

In particular, for a given configuration to be considered as
valid, it must fulfill the real-time requirements of the tasks
and messages, as well as the reliability requirements. Thus,
the search technique must contain both an holistic sched-
uler analyzer and a reliability analyzer. In any case, the
search process can require more or less computation time
and storage capacity. The number of possible configura-
tions can be huge depending on the number of aspects con-
sidered in the search, e.g. the allocation and replication
of tasks, k, etc. Moreover, the scheduling and reliability
analyses of each configuration can also take a non-negligible
amount of time. Thus, we are assessing the performance
of the above-mentioned search techniques so as to decide
whether the search should be carried out at runtime or com-
pletely/partially pre-calculated offline.

Independently of the tool(s) the NM will finally use, next
we outline the strategy we propose to decide how many repli-
cas should be proactively retransmitted for each type of mes-
sage. In this sense, we differentiate among data messages,
the Trigger Message (TM) and control messages.

Data messages are used by CNs to transmit the
application-level data among tasks. Of those messages, we
propose to temporally replicate only the ones that are con-
sidered as critical, e.g. the ones that replicated tasks use to
exchange the information they need to reliably vote on. To
reduce the complexity of finding an adequate system con-
figuration, the NM must calculate a conservative value of
k that is common to all critical data messages. Note how-
ever, that this value should not be calculated assuming the
transient failure rate of the link that is encountering more
errors. This is so because the cause that leads a link to be
specially error prone is not necessary a harshly environment
(that would affect the other links in a similar manner), but
it can also be a local mechanical/electrical defect of that
link. Therefore, the calculation of the common value of k
should be based on the radiation sensors’ measurements or
on a trimmed mean of the transient failure rates estimated
for each link. Then, if a given link shows to be more error
prone than expected, the NM should find a new configura-
tion with a higher value of k for that specific link. In any
case, the fault diagnosis mechanisms of DFT4FTT should be
good enough to diagnose a specially error-prone link as per-
manently faulty and, then, to discard it from the available
spatial redundancy of the network.

As explained above, the TM plays a key role in the op-
eration of the DF4AFTT communication subsystem. Con-
sequently, it is vital to transmit this message in a reliable
manner. With that being said, note that we already con-
structed a model of FTTRS and made a sensitivity analysis
to determine the impact of the replication of the TM in the
system reliability [4]. The results showed that the system



reliability improves as the k of the TM increases; but that
this improvement starts to become negligible when k is in-
creased from 3 to 4. Moreover, the difference in bandwidth
usage when using 2 or 4 TM replicas is also negligible. Thus,
it makes no sense to add complexity to the system trying to
dynamically replicate the TM if the gain in bandwidth does
not justify it. Consequently, we propose to set the number
of the TM replicas to a fixed value of k = 4.

Control messages are the messages used by both the NM
and the CNs to help in managing the operation of the sys-
tem. Some examples are the Master Command Message
(MCM) sent by the NM as later described in Sec. 4.4, and
the TAA message CNs (see Sec. 4.2). Which value of & is the
appropriate one depends on both the criticality of the spe-
cific control message and how frequently it is transmitted.
We propose to replicate only the control messages that are
critical. In principle critical control messages should be dy-
namically replicated as data messages are. However, if the
difference in the bandwidth used by a critical control mes-
sage is negligible when comparing k£ = 2 with k£ = 4, then
we propose to consider a fixed value of k£ = 4 for it, so as
to reduce the need for reconfigurations. For instance, con-
sider the case of the MCM. As it will be explained, the NM
uses the MCM to consistently propagate the changes on the
system configuration to the CNs and, thus, it is as critical
as the TM. However, the MCM is rarely transmitted since
reconfigurations are not expected to be frequent. Thus, we
propose to use a fixed value of k = 4 for this control message.

4.4 Propagation of the configuration

Once the NM has decided on a new configuration (includ-
ing the new values of k), it is necessary to propagate the
information about that configuration to the CNs. In partic-
ular, the new values of k are then used by the CNs, in the
transmission, to issue the correct number of message replicas
and, in the reception, to check that the correct number of
replicas has been received. Moreover, this propagation has
to be done consistently in both the NM and all the CNs.
This means that the NM and the CNs have to update their
internal databases with the same configuration information
at an equivalent time.

As said in Sec. 3, k is an attribute of the stream. Thus,
for the particular case of the propagation of the new values
of k, DFT4FTT could rely on the mechanism FTTRS al-
ready provides to consistently update any stream attribute
[5]. However, this mechanism has two important shortcom-
ings. First, it cannot propagate configuration information
regarding aspects other than the stream-related ones. Sec-
ond, even propagating only the different values of k of a given
system configuration would require the transmission of many
individual and replicated control messages, thereby limiting
the real-time response of the propagation itself. Therefore,
here we propose a new mechanism for propagating a whole
configuration in a more efficient manner. In any case, since
the focus of this paper is on the communication, this mech-
anism will be described in terms of the databases used to
store the stream attributes. However, everything said here
can be applied to the other databases.

First of all, the stream database of the NM and the CNs
is composed of two databases: (1) the read database, which
is used in the normal operation to consult the attributes of
the streams; and (2) the write database, which keeps all the
system changes pending to be applied.

Once the NM has introduced all the changes of a new
configuration into its write database, it sends the full list of
changes to all the CNs by means of the Master Command
Message (MCM), which is broadcast as an aperiodic con-
trol message. Moreover, as already mentioned, the MCM
is proactively retransmitted several times to ensure that it
is received by all the CNs and, thus, that there is no data
inconsistency.

Upon the reception of the MCM, each CN updates its
write database with the content of said message. After that,
the NM decides in which EC the read databases should be
updated with respect to the write databases. Then, the NM
sends a commit order inside the TM of said EC. This order
indicates that the NM is going to update its read database
at the end of the EC and, thus, instructs each CN to do so
with its own read database. Specifically, the NM and the
CNs update their read database in a new dedicated win-
dow placed at the end of the EC, we call the Commit Win-
dow. Neither the NM nor the CNs are operating with their
databases during this window and, thus, they can update
the read database without any risk.

S. EXPERIMENTATION

Since DFT4FTT is an ongoing project, its implementation
is subjected to the fully definition of its internal mechanisms.
In this sense, all the work herein discussed has been imple-
mented; except the search of configurations within the NM,
which as already explained is responsible for determining
the value of k for each stream. Specifically, in the context of
the work herein presented (the dynamic replication of k), we
have implemented the mechanisms that make it possible, for
each kind of message (and stream), to: generate k message
replicas, modify k at runtime, and propagate the new k to
the CNs. Moreover, we have tested the correct operation of
all these mechanisms in conjunction by switching between
configurations where k varies for all kind of messages (and
streams). The results of these experiments demonstrated
the feasibility of the work herein proposed.

Apart from that, these experiments allowed us to obtain
evidences to support some of the decisions taken during the
design process. In particular note that, from an intuitive
point of view, the quality of the synchronization between
the NM and the CNs should decrease as the value of k for
the TM increases. Thus, we carried out an experiment to
check that the decision of not dynamically replicating the
TM and consider a constant value of k = 4 for it does not
compromise this quality.

Fig. 3 depicts the testbed for this synchronization-related
experiment. The NM periodically transmits the TMs to two
CNs. The CNs, when receiving the TM replicas, calculate
when to trigger the start of the Synchronous Window (SW)
(Sec.3). In-between the NM and the CNs we placed a Ne-
tAnalyzer [7], which is a dedicated piece of hardware that
timestamps messages with high time resolution. The data
collected by the Net Analyzer helps to characterize the trans-
mission of TMs and, thus, rule out that a potential lack of
synchronization is due to jitter in this transmission. The
synchronization quality is measured by a microcontroller
which, by means of GPIOs connected to the NM and the
CNs, timestamps the start of each EC and its correspond-
ing SW as seen by each CN. The synchronization quality for
each EC is calculated as the difference of time between the
beginning of the SW in each one of the two CNs.
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Figure 3: Testbed for the experimentation.

microsenconds

Figure 4: Histogram of the SW delay in both CNs for k = 4.

To properly carry out this experiment we conducted mul-
tiple tests. Specifically, we conducted tests for 2, 3 and 4
TM replicas. In each one of these three cases we injected
all possible error scenarios affecting the reception of the TM
replicas, except the error scenario in which all the TM repli-
cas are corrupted. Moreover, each error scenario is repeated
1000 times to have multiple samples of each one of them.

Regarding the transmission of the TM replicas, we mea-
sured the delay and jitter of the time between the transmis-
sion of: (1) the first TM replica sent in each pair of consec-
utive ECs; (2) the same TM replica sent to CN1 and CN2;
(3) each pair of consecutive TM replicas sent in the same
link. The results of the tests showed that the behaviour of
the NM, in terms of predictability, is quite good. The pe-
riodicity with which the NM transmits the TMs, the delay
in the transmission of the same TM replica to the two CNs,
and the separation between TM replicas in the same link
are quite constant; independently of the value of k and the
injected faults. However, it should be noted that we no-
ticed a small number of outliers. We believe this is because
the tests were carried out using a software implementation
of the FTTRS switch/master and, thus, this issue should
disappear in a final hardware implementation.

As concerns the results in the reception, i.e. the quality
of the synchronization of the CNs, we did not notice any
relevant loss of synchronization; neither due to the TM’s k
nor due to the injected faults. The results for £ = 4 are
summarized in Fig. 4. Specifically, this figure shows the
delay with which CNs have determined the beginning of the
SW in each EC, grouped from 0 to 100 us.

A value of zero would indicate a perfect synchronization.
Although the synchronization is not perfect, most of the
samples are between 4 and 60 us; which is reasonably good,
tanking into account that we are using the just-mentioned
software implementation. Again some outliers, which are
not shown in the figure to better fit the page layout, are
present. However in a future hardware implementation the
quality of synchronization is expected to drastically improve.

6. CONCLUSIONS

In this paper we present the design and partial implemen-
tation of the dynamic message replication mechanism of the
DFT4FTT architecture. This mechanism has the potential
to increase DESs tolerance to transient faults affecting the
network in a cost-effective manner; by taking advantage not
only from the temporal redundancy of messages, but also
from the redundancy of the different levels of the architec-
ture.

We explained how the system can detect the necessity
for reconfiguring itself so as to adequately tolerate transient
faults; the guidelines for how to decide on a proper number
of replicas for each kind of message in any new configuration;
and how to consistently and reliably propagate such a new
configuration to all the nodes of the DES. Then, we outlined
the implementation we have done of the ideas presented here
in our ongoing implementation of DF4FTT; as well as the
tests we carried out to demonstrate their feasibility. More-
over, we described an exhaustive experiment through which
we corroborated that the replication we propose for the TM
both, tolerates faults and does not negatively impact the
synchronization of the nodes.

In the short term we will propose how to use an adequate
search technique to find proper system reconfigurations by
taking into account, among other aspects, the degree of tem-
poral redundancy of messages (k).
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ABSTRACT

A carefully designed routing synthesis can help system de-
signers achieve a better load balancing in TSN-based net-
works and avoid congestion. To this end purpose, this work
proposes two heuristics referred to as (1) LB-DRR, which
aims at achieving a better load balancing and compute as
much disjoint routing paths as possible for each replicated
flow; and (2) CR-DRR, which recomputes paths for time-
sensitive flows in congestion situations. Extensive simula-
tions demonstrate that the proposed approach outperforms
the classical Shortest Path (SPA) and the weighted Equal
Cost Multi-path (wt-ECMP) algorithms in terms of the max-
imum load transmitted on a link by more than 70% and 20%,
respectively.
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1. INTRODUCTION

Ethernet in its original specification was not designed with
real-time communication in mind. The IEEE Time Sensi-
tive Networking (TSN) Task Group [7] acknowledged this
fact and has been investing considerable workforce to come
up with a set of new standards to address this limitation.
In this context, the group has designed sophisticated mech-
anisms to achieve temporally predictable and reliable trans-
mission of packets over switched Ethernet networks. Specif-
ically, key features like flow-synchronization; -management;
-control; and -integrity, have been instanced. For a given
network, deriving an efficient and cost-effective flow control
scheme is paramount. It would make it possible for users
and operators to centrally and dynamically discover; con-
figure; monitor; and report on the capabilities of switches
and end-stations (a.k.a. nodes) [9]. In a nutshell, the TSN
flow control mechanism can be considered from two per-
spectives: (1) the scheduling (i.e., when each flow shall be
transmitted); and (2) the routing (i.e., on which path each
flow shall be transmitted). Diirr et al. [2] demonstrated that
the scheduling problem of real-time (a.k.a. time-sensitive)
flows can be reduced to the No-Wait Job Shop Problem
(NW-JSP), which is NP-Hard. On another front, Wang
and Crowcroft [14] proved that any routing problem that is
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subject to two or more independent additive or multiplica-
tive tree constraints is NP-Hard. This is the case for time-
sensitive flows, unfortunately. They are subject to timing,
bandwidth, cost and reliability constraints. Consequently,
seeking for an exact solution is very challenging and com-
putationally expensive. Designing efficient heuristics is the
only viable alternative.

In recent years, the scheduling problem has received signif-
icantly more attention by the research community than the
routing. However, Nayak et al. [10], Singh [12], and Gavrilug
et al. [4] among others raised voices and stressed on the im-
portance of routing in achieving low latency, predictability,
and reduced architecture cost. In this work, we follow the
same path and focus on the routing problem of TSN flows
as an improper routing strategy may increase the number
of transmission operations, thereby incurring additional de-
lay. Also, it may increase the blocking time of flows in the
network if too many flows try to simultaneously traverse the
same path. We believe that a strategy that minimizes the
number of transmission operations and the blocking times
suffered by each flow would help get around and/or mitigate
these situations.

> Limitations of the state-of-the-art. The TSN stan-
dard on path control and reservation [8] recommends the
Constrained Shortest Path First (CSPF) routing scheme for
the transmission of time-sensitive flows (see page 71). It
dictates that this scheme

“essentially performs shortest path routing on the
topology that only contains the links meeting the
constraint(s).”

From this quote, it follows that CSPF is similar to the
Shortest Path Algorithm (SPA) in its operation. Conse-
quently, it is also exposed to congestion and increased block-
ing time for flows. To illustrate this claim, let us consider
the network topology in Figure 1, where six nodes (Node 1
to Node6) and six switches (S1 to Sg) are connected by
full duplex links. Nodes communicate through flow trans-
missions over the links and switches. In this example, we
consider three flows — flow f1 (green) is transmitted from
Node 1 to Node 6; f2 (yellow) from Node 2 to Node 5; and fi-
nally, flow f3 (brown) is transmitted from Node 4 to Node 4.
We assume that the CSPF routing policy is adopted and all
valid paths from each source to each destination node al-
lows each flow to satisfy its end-to-end timing requirement.
Then, all these flows are transmitted via the “direct link”
(in red) between S; and Sg, thus increasing the eventual
blocking time over this link for each flow. This state of facts
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Figure 1: Congestion under CSPF routing policy.

makes this link the potential single point of failure of the
network and may cause congestion despite the high level of
connectivity. The same limitation applies to the Equal Cost
Multi-Path (ECMP) and the weighted ECMP (wt-ECMP)
routing schemes [12], unfortunately. The basic idea of these
two routing schemes is as follows. Under ECMP, instead of
computing a single shortest route like this is the case with
SPA, multiple shortest routes are computed and from these,
one or several routes are selected arbitrarily. The wt-ECMP
scheme distinguishes itself from ECMP only in the selection
mechanism. Here, for all the computed shortest routes, a
“weight” is assigned to each route to make sure that selec-
tion is not performed in an arbitrary manner.

> Our contribution. To get around the aforementioned
hurdles and to fully take advantage of the network connec-
tivity, we suggest the adoption of a routing strategy that
ensures load balancing, i.e., a strategy that distributes the
transmission operations among the links as even as possible.
In addition, this approach ensures that no link becomes the
only potential point of failure of the network. In this scope,
this paper proposes two heuristics, referred to as LB-DRR
and CR-DRR, with the following objectives:

> LB-DRR: which aims at finding a feasible route for
each flow so that the traffic on each link is minimized®.

> CR-DRR: which aims at computing alternative routes
for each flow in a situation of congestion at run-time.

Although the proposed routing schemes are motivated by
the limitations observed in the specifications of TSN, they
can be ported (with minor efforts) to a large portion of real-
time Ethernet networks.

> Paper organization. The rest of this paper is structured
as follows. Section 2 presents the model of computation and
introduces the notations adopted in this work. Our proposed
heuristics (LB-DRR and CR-DRR) are detailed in Section 3.
Section 4 reports on the experiments carried out and discus-
sions about these. Section 5 discusses the related works on

!This heuristic also makes sure that replicated flows are
transmitted on routes as disjoint as possible.

the topic in the literature. Finally, Section 6 concludes the
paper and provides future research directions.

2. MODEL OF COMPUTATION

In this section, we define the network topology and the
flows specification assumed throughout this paper. Also, we
introduce the notations and parameters necessary for a good
and crystal clear understanding of our proposed heuristics.

> Network topology specification. We modelled the net-
work as an undirected graph G = (V, E), where the set
V = N US of vertices in G is composed of a finite set N
of nodes and S of switches (see Figure 1 for an example).
The vertices are connected by a set E of full duplex links
or edges. This means that each edge e € E is defined by a
couple (v1,v2) € V X V of two connected nodes.

> Flow specification. By default, every TSN-based net-
work addresses recurrent (periodic and/or sporadic) flows
grouped in classes (e.g., CDT, Audio/Video, etc.). These
flows are transmitted within so-called cycles? and within a
cycle, each flow is treated individually (irrespective of its
period) [10]. When all flows are released simultaneously (as
assumed in this work), we can safely restrict our attention
to a single cycle (the first one). As such, we consider a set of
n aperiodic time-sensitive flows F' def {f1, f2,---, fn}. Each
flow f; < (sres, dsts, reps, Ci, Ti, D;) € F is characterized
by a 5-tuple, where: (1) src; is the source node; (2) dst; is
the destination node; (3) rep; is the replication level (i.e.,
the number of replicates of f; allowed to be transmitted
from sre; to dst;); (4) C; is the size; and finally (5) D; is the
deadline of the flow, i.e., the latest time instant by which
at least one copy (original or replicates) of f; must reach
dst;. We assume all flows are uni-cast, i.e., each flow has
a unique destination. We define the set of replicates of f;

as repy, def {fi1, fi,2y- -, fi,rep; } and assume that each flow
and all its replicates are transmitted simultaneously over the
network.

2The length of each cycle is computed as the Least Common
Multiple (L.C.M.) of the periods of all flows.



3. PROPOSED SOLUTION

In this work, we assume that all edges are homogeneous
(i.e., they all have the same characteristics and are inter-
changeable). Before we detail our proposed routing strat-
egy, let us first define a number of concepts for a better
understanding of our approach from the reader standpoint.

DEFINITION 1 (ROUTE). A route r; of flow f; is defined
as an ordered list {(srci,vi1), (Vi1,0i,2), ..., (Vip,dst;)) of
edges that can be traversed by f; from its source to its desti-
nation.

DEFINITION 2 (VALID ROUTE). A valid route for f; is
defined as any route r; that meets its timing requirement D;.

DEFINITION 3 (LENGTH OF A ROUTE). The length of a
route ; denoted by len(r;) is defined as the number of edges
along the route.

DEFINITION 4  (LOAD OF A EDGE). For every edge e =
(v1,v2) € VXV, we define the load of e, denoted by load(e),
the sum of the sizes of all flows traversing e. Formally, the
load of edge e is defined by FEquation 1.

load(edge) ef Z C; (1)

fi traversing edge

DEFINITION 5  (MAXLOAD OF A ROUTE). The MaxLoad
of a route r;, denoted by Mazload(r;), is defined as the max-
imum load of all edges in r;. Formally, the MaxLoad of
route r; is defined by Equation 2.

Mazload(r;) € max {load(edge)} (2)

edge€r;

At this stage, we have all the tools we need to describe
our proposed routing solution. The basic idea is as follows.
In contrast to the traditional routing schemes (e.g., SPA,
ECMP and wt-ECMP), where the underlying strategy is to
focus on finding the shortest route for each flow, here we
explore all the valid routes. If we denote by R; the set of all
valid routes for flow f;, then our routing strategy consists in
selecting the route that results in the best load distribution
in R;, i.e., the route that minimizes the cost function defined
in Equation 3.

Cost(ri, K) dof Mazload(r;) + K - len(r;) (3)

In this Equation 3, parameter K > 0 is a penalty constant
value defined by the user. This parameter is meant to pe-
nalize the routes with longer lengths. To make a long story
short, it must be looked at as trade-off. It must be set in
such a way that the weight of K - len(r;) in the cost func-
tion is significant and Mazload(r;) does not dominate it
and vice-versa. In the latter case, if K - len(r;) dominates
Mazload(r;), then the cost function would behave like wt-
ECMP. On the other front, Mazload(r;) is computed to pe-
nalize solutions where some edges in the route are transmit-
ting a high number of flows®. Last but not least, if several
routes return the same lowest-cost value, then we select one
of these routes in an arbitrary manner. Formally, for each
flow f;, its best route Best(f;) is defined by Equation 4.
Best(f;) o min

r; €valid_routes

{Cost(r:, K)} (4)

3Hence making these edges become potential bottlenecks.

In this equation, variable “valid_routes” denotes the set of
all valid routes for flow f;. Consequently, wt-ECMP is a
special case of the proposed approach, where parameter K
is sufficiently large and K - len(r;) dominates Maxload(r;).
Now, we can proceed with the details of our proposed rout-
ing schemes.

>< On load-balancing (Algorithm 1). The load balanc-
ing routing scheme (LB-DRR) takes three components as
inputs, namely: (1) the network topology G; (2) the set F
of flows to be routed; and finally (3) the user-defined penalty
variable K. In the description of the algorithm, the notation
|A| refers to the cardinal of set A.

For each flow f;, after the initialization phase (lines 1
to 3), LB-DRR computes the best route by using Equa-
tion 4 (line 6). Then, the load of all edges on this route
is updated (line 8) and the selected route is appended to
the list of best routes R; of flow f;. If the number of repli-
cas of f; is strictly greater than zero, then all the edges
that have already been traversed by the original flow f; are
recorded in variable used_edge (line 12). Next, all the valid
routes are computed (line 13) and the route r;; that has
the minimum overlap with used_edges is selected for replica
fi,; (with j € [1,7ep;]) (line 15). If several routes return the
same minimum overlap with used_edges, then one of these
routes is selected arbitrarily and the load of all edges on
r;,; is updated (line 17). Note that the edges belonging to
used_edges are also updated so as to take into account those
traversed by replica f;; (line 19). Thereafter, route 7; ; is
appended to R; (line 20) and R;, which is the list of selected
routes for f; and its replicas, is appended to the list R of the
selected routes for all flows (line 23). When this process is
completed for all f; to be transmitted, the algorithm returns
the list R (line 25).

>< On congestion recovery (Algorithm 2). This algo-
rithm, referred to as CR-DRR, is based on the Tabu meta-
heuristic [5] and is reactive in that it aims at re-routing the
flows caught in a congestion situation. In a nutshell, the
main intuition behind any tabu-based meta-heuristic is to
temporarily mark some moves as forbidden so as to force the
algorithm to seek for alternative solutions, potentially bet-
ter in comparison to the current one with respect to a given
metric. With this concept in mind, the CR-DRR scheme op-
erates as follows. It takes five components as input: (1) the
network topology G; (2) the original routing configuration
for all flows R; (3) the congestion threshold cgst_threshold*;
(4) the list of the loads on each edge (load); and finally
(5) the user-defined penalty variable K. All congested edges
according to parameter cgst_threshold are stored as “tabu-
edges” (csgt_edges) and are temporarily removed from the
network topology (line 2). For every congestion situation,
we initialized the set of congested routes csgt_routes (i.e.,
all routes containing at least one congested edge); the set
of flows (csgt_flows) traversing the congested routes; and
the new set of routes Rpew to include all routes in R except
the congested routes (lines 3 to 5). Then, we seek for alter-
native routes on the new topology for each congested flow
fi € cgst_flows (line 7). From these alternative route(s),
we select the best route® r; by using Equation 3 (line 9).

4This parameter defines the upper-limit of the load admis-
sible on an edge, otherwise it is deemed as congested.
®Again, if several routes return the same minimum cost,
then we select one of these in an arbitrary manner.



Algorithm 1: LB-DRR routing scheme.

Algorithm 2: CR-DRR routing scheme.

Data: Network topology G; Set of flows F'; Constant K
Result: List of best routes for each flow in F

1 R+ empty list[];
2 edges < Set of all edges in G;
3 load < zeros||edges|];
4 foreach f; € F' do
5 | R
6 Compute r; = Best(f;) (see Equation 4);
4 foreach edge € r; do
8 | load[edge] = load[edge] + Ci;
9 end
10 R;.append(r;);
11 if rep; > 0 then
12 used_edges < {edge € r;};
13 routes = valid_routes(G, src;, dst;);
14 for j = 1torep; do
15 r;,; = argmin (Jused_edges N {edge € r}|);
reroutes
16 foreach egde € r; ; do
17 | load[edge] = loadledge] + Ci;
18 end
19 used_edges = used_edges U {edge € r;;};
20 R;.append(ri ;);
21 end
22 end
23 R.append(R;);
24 end

25 return R

We check if re-routing flow f; will not cause congestion on
any edge in r; (line 10). If it does, we leave f; on its original
route old_r; (line 24). At the end of this process, we update
the list load in two phases: (i) on the old route old_r;: we
deduct C; from all edges (line 12) and (4¢) on the new route
r: we augment C; to all the edges (line 15). We update
cgst_edges (lines 17 to 22). In case there is no alternative
route for f; in New_Topology, it is kept on its original route
old_r; (line 27). Finally, the computed route is appended
t0 Rpew (line 29) and when all congested flows have been
re-routed, the list Rnew is returned for all flows (line 31).

4. EXPERIMENTAL RESULTS

In this section, we report on the experiments conducted
on synthetic workloads to evaluate the performance of the
proposed heuristics (LB-DRR and CR-DRR) in terms of
maximum load transmitted on an edge against SPA and wt-
ECMP. Then, we assessed the scalability of the proposed
algorithms to demonstrate their applicability.

> Setup. We considered a TSN network, modeled as an
Erdés-Rényi graph [3] with 50 nodes and a connectivity level
falling in the interval [0.15,0.35]. We set K = 100 and ran-
domly generated up to 1000 real-time flows in the window
[25,200]. For each flow, we assume that its size is between
200 and 1000 bytes and its replication level is randomly cho-
sen between 0 and 2. Also, to constrain the solution space
(i.e., to limit the set of valid routes for each flow), we con-
sider the deadline of each flow in the range of 2 to 5 time
units and assume a constant traversal time of 1 time unit
per edge. In the first batch of experiments, we assumed the

Data: Network topology G; Original routing
configuration R; List of loads on each edge
(load); Congestion threshold cgst_threshold,
Constant K

Result: A new routing configuration Rew

1 cgst_edges < {edgein G |load(edge) > cgst_threshold};
2 New_Topology < G \ cgst_edges;
3 cgst_routes < {r € R|r Ncgst_edges # 0};
4 cgst_flows + {f; traversing a route in cgst_routes};
5 Rnew < R\ cgst_routes;
6 foreach f; € cgst_flows do
7 routes < valid_routes(New_Topology, src;, dst;);
8 if (routes # §)) then
9 r; = arg min(Cost(r, K));
rEroutes
10 if (Mazload(r;) < cgst_threshold) then
11 foreach edge € old_r; do
12 | load[edge] = loadledge] — C; ;
13 end
14 foreach edge € r; do
15 | loadledge] = load[edge] + C; ;
16 end
17 foreach edge € cgst_edges do
18 if (load(edge) < cgst_threshold) then
19 New_Topology =
New_Topology.add(edge);
20 cgst_edges = cgst_edges \ {edge};
21 end
22 end
23 else
24 ‘ r; = old_r;
25 end
26 else
27 ‘ ry = old_r;
28 end
29 Ruyew-add(r;);
30 end

31 return R,cy

LB-DRR routing scheme and the second batch, we assumed
the SPA routing scheme. In the latter case, we applied the
CR-DRR algorithm to re-route the flows under congestion
situations.

> Results and discussion. From the first batch of exper-
iments, we observed that LB-DRR reduces the maximum
load transmitted on an edge (Maxload) by 70.3% and 23.3%
in average as compared to SPA and wt-ECMP, respectively.
Figure 2a shows the Maxload for each routing scheme when
the numbers of flows varies and LB-DRR clearly dominates
both SPA and wt-ECMP. By varying the connectivity level
of the network (see Figure 2b), we observed that LB-DRR
performs better as the network connectivity increases and
its Maxload decreases significantly. Note that higher con-
nectivity brings about longer run-time overhead due to the
increasing number of routes to be considered.

Figure 3a illustrates the scalability of LB-DRR w.r.t. in-
creasing number of flows. Regarding the increase of the
number of flows, we observed that LB-DRR scales linearly,
but very slowly (it took only 26 seconds to compute routes
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for 1000 flows). Now, regarding the increase of the number
of nodes, we set the network connectivity level to 0.2 and
consider 100 real-time flows. Figure 3b shows that the exe-
cution time of LB-DRR grows exponentially as the number
of nodes exceeds 75. However, it could still compute routes
for 125 nodes in 11 minutes.

From the second batch of experiments, we routed 750 real-
time flows by using SP A, and we observed a huge congestion
on the selected routes. Figure 4 shows the congestion recov-
ery and the load redistribution results. In Figure 4a, the net-
work load was initially unbalanced (see the red curve) with
several flows routed only on a limited number of edges (see
the peak on the far-left), while several edges were left unused
(see the long tail to the far-right). By applying the CR-DRR
scheme, a tremendous improvement has been observed (see
the black curve). Figure 4b shows the load distribution of
the congested network before and after CR-DRR is applied.
From this figure, the load distribution curve of CR-DRR
is close to the normal distribution. Finally, CR-DRR pre-
sented the same behavior as LB-DRR in terms of scalability.

5. RELATED WORK

Traffic routing of time sensitive (real-time) flows is non
trivial [9]. Routing optimization has been well studied in lit-

erature and sophisticated techniques have been proposed [6,
13]. However, contributions on TSN routing schemes have
started less than a decade ago. In this context, both the
rapid spanning tree protocol and shortest path bridging al-
gorithms have widely been adopted in practice [11]. On
another front, the IEEE802.1 Qca standard [8] specifies the
Constrained Shortest Path First routing algorithm for TSN
transmissions, but this algorithm does not prevent conges-
tion situations and can increase contention in the network,
unfortunately. Arif and Atia [1] proposed a methodology
to evaluate the routes of a TSN end-to-end connection, but
load-balancing was not part of their objectives.

Nayak et al. [10] explored ILP-based algorithms for rout-
ing time sensitive flows in TSN networks with Time Aware
Shapers (a.k.a. IEEE-802.1Qbv). The proposed approach
in their work differs from ours in that it does not address
the congestion and load-balancing problems. Targeting a
better load balancing for a TSN network, Singh [12] pre-
sented an algorithm, based on meta-heuristics, capable of
routing new traffic flows at runtime with minimal overhead.
But, the proposed approach adopts the shortest path algo-
rithm (SPA) as initial solution and not all feasible routes
are considered. This limits the solution search-space, un-
fortunately. Gavrilut et al. [4] also took the same path and
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proposed heuristic methods for topology and routing synthe-
sis. Their method tries to achieve an optimal usage of the
switches and links as well as an efficient routing of flows.
However, they did not consider load-balancing. This paper
fills this gap: it solves the problem of load-balancing, dis-
joint routing for duplicated flows and dynamic re-routing in
congestion situation.

6. CONCLUSION

In this work, we proposed two routing heuristics, referred
to as LB-DRR and CR-DRR, in order to address the prob-
lems of load-balancing and congestion in TSN-based net-

works. We evaluated the performance of the proposed schemes

against the popular SPA and wt-ECMP routing algorithms
and showed an improvement of more than 70% and 20%, re-
spectively. This improvement has been observed w.r.t. the
maximum load transmitted on an edge. On another front,
the proposed heuristics exhibited high scalability w.r.t. an
increase in the number of flows. Given these promising re-
sults, we plan to investigate both the routing and schedul-
ing of time-sensitive flows simultaneously. Also, it would be
interesting to address multicast flows; develop techniques
to reduce the search space of valid routes as the number
of nodes increases and finally quantify the impact of these
techniques on the end-to-end timing requirements.
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ABSTRACT

Deterministic Synchronous Multichannel Extension (DSME) is a
prominent MAC behavior first introduced in IEEE 802.15.4e. It can
avail deterministic and best effort Service using its multisuperframe
structure. RPL is a routing protocol for wireless networks with low
power consumption and generally susceptible to packet loss. These
two standards were designed independently but with the common
objective to satisfy the requirements of IoT devices in terms of
limited energy, reliability and determinism. A combination of these
two protocols can integrate real-time QoS demanding and large-
scale IoT networks. In this paper, we propose a new multi-channel,
multi-timeslot scheduling algorithm called Symphony that provides
QoS efficient schedules in DSME networks. In this paper we provide
analytical and simulation based delay analysis for our approach
against some state of the art algorithms. In this work, we show that
integrating routing with DSME can improve reliability by 40 % and
by using Symphony, we can reduce the network delay by 10-20%
against the state of the art algorithms.

KEYWORDS
IEEE 802.15.4e, DSME, Multisuperframe scheduling

1 INTRODUCTION

Modern embedded systems, coupled with the advancements of
digital communication technologies, have been enabling a new
generation of systems, tightly interacting with the physical envi-
ronment via sensing and actuating actions: Cyber Physical Systems
(CPS). These systems, characterized by an unprecedented levels
of ubiquity, have been increasingly relying upon wireless com-
munication technologies to provide seamless services via flexible
cooperation, supporting different Internet of Things (IoT) applica-
tions. Several of these applications demand increased Quality of
Service (QoS), namely regarding determinism, reliability, scalability
and no compromise on energy efficiency.

The IEEE 802.15.4e standard provides time critical support for
IoT applications by introducing new MAC behaviors like TSCH,
DSME and LLDN [10]. Among these MAC behaviors, DSME - De-
terministic Synchronous Mutichannel Extension is a very versatile
MAC behavior. Like the classic IEEE 802.15.4, it can alternate be-
tween CSMA/CA and Guaranteed Timeslots (GTS) to support both
best effort and time-critical communications. DSME introduces
several features like the multichannel access to increase the scal-
ability and robustness of the network manifold. Despite its many
enhanced features, the standard does not specify any network layer
for QoS centric routing purposes. Although it can support mesh
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topology, no intuition is given regarding the right mechanism that
can dynamically setup the necessary service.

Integrating a distributed routing protocol like RPL over DSME
"helps achieving increased scalability (via routing), while providing
robustness to cope with network changes". The challenge lies in
the integration of these standards and providing DSME schedules
periodically. In this paper we present an approach to integrate
DSME with RPL and an algorithm called Symphony to deliver
schedules periodically for the DSME associated nodes.

The main contribution in this paper are as follows:

e We overview the DSME and RPL networks and provide a
system architecture for efficient integration of these stan-
dards.

e We introduce Symphony, a time-frequency algorithm that
helps DSME nodes to maintain schedules periodically with
dynamic changes in the network based on RPL.

e Using simulations we show the advantage of RPL over a
traditional DSME network in terms of reliability.

e We use simulations to learn the advantages of Symphony
over the state of the art algorithms in terms of delay.

The rest of the paper is structured as follows: in section II, we
provide a brief literature survey then in Section III, we give an
overview of DSME and RPL, then in Section IV we elaborate the
system architecture of RPL over DSME. In Section V, we intro-
duce and discuss our algorithm Symphony. Finally, we provide an
in-depth performance analysis of our architecture and compare
Symphony with some of the state of the art algorithms for DSME
scheduling.

2 RELATED WORKS

Following the standardizing efforts on protocols like 6LoOWPAN
[12], the Internet Engineering Task Force (IETF) has focused on im-
plementing 6TiScH [4], a combination of the TSCH MAC behavior
of IEEE 802.15.4e, IPV6 and RPL. Implementing RPL over these
standards helped in providing optimal routing for the transmis-
sions and increased the overall reliability. Orchestra [5] is one of
the open source implementations based on 6TiScH, in which, the
nodes automatically compute their own local schedules and main-
tain several schedules for different traffic scenarios. Orchestra was
able to deliver high end-end delivery ratios with a good latency-
energy balance. In our work we provide an architecture for the
implementation of RPL over DSME networks.

The DSME MAC behavior of IEEE 802.15.4e provides increased
determinism and reliability in a multi channel environment. Several
researchers like in [13] and [15] have demonstrated the advantages
of DSME in terms of lesser delays and aggregate throughputs com-
pared with standard IEEE 802.15.4.
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There is some literature on developing scheduling algorithms for
the enhancements of IEEE 8021.5.4e to provide an optimal service.
For example, in case of TSCH, an other prominent MAC behavior
of IEEE 802.15.4e, a new enhancement called Adaptive-TSCH [3]
was developed by Peng Du. In this algorithm, the author provides
the nodes, the ability to hop amongst a subset of channels which
are deemed reliable based on their respective link qualities. Using
this technique an average increase of ETX (Expected Transmission
Count) by 5.6 % was observed.

There is also some research in implementing multi channel sched-
uling algorithms for DSME [14] to improve its reliability. In this
algorithm several dummy GTSs slots were allocated to occupy the
transmissions in case of a transmission failure. However, this ap-
proach can impact over the overall delay of the network. In this
paper we compare this scheduling algorithm with Symphony.

Several researchers [9], [1] in their work developed analytical
and simulation assessments of DSME and TSCH MAC behaviors.
They proved that DSME performs better than TSCH in terms of end
to end latency when the number of nodes is higher than 30. The
enhanced features of DSME like CAP reduction helped in reducing
the end to end latency and also achieving better throughput and
scalability.

In this paper, we propose merging the functionalities of DSME
and RPL and aim at reducing the latency of the overall network. RPL
will provide optimal routes based on any objective function such as
power efficiency or link reliability, while our proposed algorithm
Symphony will provides dynamic GTS schedules periodically for
the entire network with minimal delay.

3 BACKGROUND TO DSME AND RPL

The DSME network provides deterministic communication using
its beacon enabled mode. This beacon enabled mode is supported by
multisuperframes that comprises stacks of superframes as shown
in Figure 1. Every superframe comprises of a Contention Access
Period (CAP) in which the nodes contend to access the channel and
a Contention Free Period (CFP) in which the nodes send the data
using Guaranteed timeslots (GTSs).

The superframe is defined by BO, the Beacon Order which is the
transmission interval of a beacon in a superframe, MO the Multi
superframe Order that represents the enhanced beacon interval of
a multi-superframe and SO the Superframe Order that represents
the beacon interval of a superframe. The number of superframes
in a multisuperframe can be given by 2(MO-S0) The values of
BO, SO and MO are set by the PAN coordinator and is conveyed to
the nodes via an Enhanced Beacon (EB) at the beginning of each
Multisuperframe. This EB helps in the overall synchronization of
the network.

| |
1 1
cap Hcre HH cap H cFP cap Hcre HH cap H crP
T T T T
LIl 1 LIl 1 L1l
r

|
1
Superframe 1 Superframe 1 Superframe 2

1]
11
Superframe 2

Multi-superframe 1 Multi-superframe 2 ~ EESingle GTSs

Figure 1: Superframe structure with BO=3, MO=3, SO=2
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DSME can use channel adaptation or channel hopping for mul-
tichannel access in the CFP. In channel hopping, the hopping-
sequence of the channels for data transmission is pre-determined
and the same hopping pattern is repeated till the end of the data
transmission. Whereas in channel adaptation, the transmissions
are allowed to hop over the channels based on their link quality.
The multichannel access mechanisms of DSME allow several trans-
missions to occur in the same timeslot within different channels.
These multichannel access schemes open the possibility of forming
complex topologies like mesh for DSME networks.

RPL is a routing protocol that integrates technologies like IEEE
802.15.4 and IPv6 protocols. It supports both mesh as well as hierar-
chical topologies, and is specifically designed to support networks
that are prone to high exposed packet losses and limited resources
in terms of computation and energy.

RPL is based on hierarchical Directed Acylic graphs (DAGs) in
which a node can associate itself with many parent nodes. The
destination node of an RPL is called a sink and the nodes through
which a route is provided to internet are called gateways. RPL
organizes these nodes as Destination-Oriented DAGs (DODAGsS).
In an RPL, every router in the system identifies and associates with a
parent. This association is done based on an Objective Function (OF).
OF can be based on quality determining parameters like LQI (Link
Quality Indicator) and RSSI (Received Signal Strength Indicator).
OF helps in providing an optimal routing path using metrics like
latency or power efficiency.

4 SYSTEM MODEL

In this paper, we introduce Symphony a dynamic algorithm that
provides "a variety of schedules to fit onto the multichannel DSME -
GTSs based on optimal routing decisions made by RPL."

RPL can use either broadcast or unicast to disseminate the Objec-
tive Function metrics using the DODAG Information Object "DIO".
This information also can be requested using the DODAG Informa-
tion Solicitation "DIS". The routing paths can be disseminated using
a Destination Advertisement Object "DAQO". In an RPL network
perspective, when a node wants to join the DODAG it receives a
signaling message from a neighbor router, it (i.) adds the sender
address to its parent list, (ii.) computes a rank according to the
Objective Function such as reliability determining factors like LQOI
(Link Quality Indicator) or RSSI, (iii.) forwards the updated rank
information to the parent.

For the system model we consider a mesh network (Figure 3)
with fully functional devices (FFDs) that can receive and transmit
messages in the Guaranteed Timeslots (GTSs). The FFDs maintain
the schedules locally and have their own superframes to accommo-
date the nodes associated to them. They also have a routing table
to maintain the nodes associated to them. Every superframe carries
various kinds of traffic to support symphony, such as the periodic
beacons for synchronization, RPL signaling traffic and application
data traffic.

In case of a GTS allocation, the allocation-request is sent to the
parent node (FFD) through the RPL network. The Symphony algo-
rithm at the coordinators helps to find the most efficient allocation
in the time-frequency domain. Symphony aims at "maintaining
schedules for all the transmissions in parallel without a overlap". It
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chooses specific channels and timeslots for the GTSs transmissions
in order to achieve a "interference and a contention free scheduling".
A concrete example of our architecture (Figure 2) is as follows:

o A dedicated beacon broadcast for synchronization between
every superframe for every "X" slots, where "X" is the super-
frame duration of every individual superframe.

o A dedicated beacon broadcast for synchronization every
multi superframe for every "Y" slots, where "Y" is the multi
superframe duration coordinating every superframe with
the duration of "X".

e A Enhanced Beacon common for all coordinators in the
network carrying the broadcast + unicast packets for RPL
signaling (DIO, DIS, DAO), repeating every "Y" slots. In ac-
cordance with the standard, the Enhanced Beacon payload
can be a variable and it carries the RPL information.

o Dedicated unicast signal from the slave node to the parent
node followed by N unicast signals from the coordinator to
the slave nodes.

Enhanced Beacon — Multisuperframe —  Beacon — superframe
- Carries DIs, DAO, DIO - Sentevery Xslots
- Sentevery Y slots - Contains coordinator ~slave node
- Contains coordinator —router sync sync info
info

cap CFP

superframe

@@ Data from PAN ¢/
coordinator to routers

~ = Data from routers to
slave nodes

~
~ "
Variable \J&;iS
| ~

r [ =~

Information Enhanced Beacon

Frame | sequence |Addressing |Security | Elements Payload FCS
Control | Number  |Fields Header [Header

Payload DIS

DAO | DAG

Figure 2: System Architecture

5 SYMPHONY ALGORITHM

Symphony is a routing aware algorithm that was designed based
on the methods of solving a Constraint Satisfaction Problem (CSP).
It performs scheduling based on several decision parameters like
that of the classic eight queens problem [6]. The optimal assign-
ment of time-slots and frequencies which is done by Symphony
is considered to be an NP-Hard problem [7]. Symphony will aim
at providing "dynamic allocation of timeslots based on the routing
information provided by RPL."

This scheduling problem is bounded by two major constraints,
which will be a determining factor in establishing an optimal solu-
tion.

Constraint 1: No same nodes either involving in transmission or
reception must fall under the same timeslot.

This constraint helps in avoiding all the interference in the net-
work. The standard offers a possibility for different nodes to com-
municate in a same timeslot simultaneously in different channels,
whereas, the same nodes can communicate in different timeslots
within the same or different channels.
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Constraint 2 Maximum number of channels and minimum num-
ber of timeslots should be used.

This constraint is more of a "quality constraint" that helps in
establishing the optimality of the algorithm. This constraint helps
in achieving the fact that "more bandwidth will not be wasted" and
at the same time "minimal timeslots will be used". By satisfying this
constraint the overall network throughput and scalability of the
network can be significantly increased, concomitantly achieving
minimal latency.

For our analysis we take a mesh network with 5 different nodes
that are interconnected with each other as shown in Fig 3. This
topology is considered to be obtained through RPL. This network
model can also be extended to any number of slave nodes with
reduced functionality (only receive information). For the schedule
placement, we only consider the guaranteed timeslots in the CFP
region of the DSME superframe with 3 channels in our model.

Figure 3: example of a mesh network

A schedule is considered to be optimal when it uses the resources
stringently and fully utilizing the multichannel capability of DSME
(Constraint 2). The optimality is checked by the following equation:

NT = [(n/C)] oy

In the above equation NT represents the number of timeslots
occupied, n represents the total number of transmissions and C is
the number of channels used. It should also be noted that proving
the optimality should satisfy both Constraint 1 and Constraint
2. This optimal schedule can be obtained by an ILP formulation
provided in [11].

Our algorithm is a two step process, first we get Transmission
Based Ranks (TBR) for the nodes based on the number of routes
determined by the RPL. For example, in Figure 3, nodes B and C
have a transmission rank of 2, as both the nodes have two links
formed from them. We denote this Transmission Based Ranking as
TBR in our algorithm. As an output of TBR, we group several sets of
transmissions based on their respective ranks. In case of identical
ranks, we place the elements under a single subset. This step is
done in order to avoid any interference conflict in the scheduling
(Constraint 1). The subsets are grouped for all the transmission
routes provided by the RPL. The algorithm can be used for any
number of nodes that are associated with a PAN Coordinator or a
router to form respective schedules for the superframe.

For the example provided in Figure 3, we start placing transmis-
sions from C in adjacent timeslots (highest rank). By placing these
elements in the adjacent timeslots, we can negate any chances of
interference that can occur by the transmissions trying to transmit
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Initialize
input: Updated schedule from RPL
step 1
Procedure: make TBR for all the nodes in the network
it TBR succesful then

| return value : go to step 2 ;
else if case of identical ranks then

| Place the elements in a same subset;
clse

| The transmissions are invalid
end
step 2

PProcedure: place the subset with the highest rank
adjacent to each other
Assign adjacent row slots till subsefl — null
Assign subset 2 in the next row of the first column
it constraint not satisfied then

| place the transmissions in the first row ;

clse if constraint satisfied then

continue placing the transmissions fill
allthesubsets — null;

clse

| The transmissions are invalid

end

Algorithm 1: Symphony

along the same timeslot. Further as the highest rank is placed ini-
tially, we devise a better strategy to accommodate the rest of the
nodes in a more optimal way, so that less number of timeslots are
utilized in scheduling. This step is now followed by the scheduling
transmissions from B in the next channel of the same timeslot. This
process is then backtracked to assign all the transmissions. Using
this algorithm, we receive an optimal solution as shown in Figure 4

Cc—D [C—A |A—B
CAP |B—E [B—D |D—F
F—A [E—F

CFP

Figure 4: Symphony schedule solution

6 PERFORMANCE ANALYSIS

Our performance analysis of this work is two fold: first we demon-
strate the improvement in reliability with routing implemented
over a DSME network. Then we use probabilistic analysis to cal-
culate the delay and compare the advantages of symphony over
several state of the art algorithms.

Every node in the network derives a ETX (Expected Transmission
Count). This is a parameter that is helpful in estimating the frame
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loss ratio at the link. The ETX is dependent on the forward (Py)
and the backward frame losses (Pp,) of the nodes in a network, and
this value can be given by:

ETX =1/(1 - Pf)(1 - Pp) (2)
ETX can determine the reliability of the links as the parameter
represents the inverse of successful packet delivery(Ps):

ETX = 1/(Ps X Ps}) = 1/Reliability 3)

In an RPL enabled network, the nodes will change the routes
to the sink when there is a deterioration of the link quality and
eventually the overall ETX. The delay also can increase when more
additional routes are deployed to reach the sink in case of a failure.

Using OpenDSME [8] an Omnet based simulation platform, we
simulated the reliability over a network of 25 nodes with static
concentric mobility type. Reliability of the network was calculated
based on the number of successful packet delivery as shown in
Equation 3. In the radio medium, we introduce a constant inter-
ference range to emulate a real-time wireless network. We used a
payload of 75 bytes carried in 100 packets over 16 channels of the
DSME network in accordance to the standard parameters. Without
having routing established for the network layer, it was noted that
the reliability of the network depletes steadily with the increase in
the number of nodes. We repeated the same experiment with the
same network configuration but with generic routing employed
in the network layer. We were able to observe that the reliability
does not deplete steadily and almost shows 40% betterment results
(Figure 5).

250 9=—— , ;
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Figure 5: Reliability with generic routing

For the performance analysis of Symphony, we decided to car-
ryout a probability based delay analysis and then complement our
findings with simulations carried out in OpenDSME [8]. In both our
numerical and simulation analysis we compared the performance
of Symphony against state of the art algorithms like MDT [14], best
effort DSME scheduling and Random FIFO.

The average transmission delay can be calculated for successfully
transmitted GTS frames in the multisuperframe can be given by:
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Considering the schedule for routing is carried our every mul-

tisuperframe, P/ isthe probability that the GTS is successfully

(i,m)
transmitted in the i*" superframe of the multisuperframe m. MI is
the summation of all the individual BIs (Beacon Intervals) within
the multisuperframe. To calculate this probability let us take two
parameters: X°, the total number of GTS that is successfully trans-
mitted, and X(Si’c), the number of GTS that have to wait i super-
frames with ¢ channels within a multisuperframe for its successful

transmission. Using these parameters the probability P/ canbe
(i,m)

formulated as:

i
_ S S
Plym) = ;Xa,c)/x ()

This probability considers the success of all the transmissions within
the multisuperframe m. Considering that the first set of GTS frames
based on the symphony schedule that gets successfully placed in
the initial attempt, they need not wait another superframe interval
for their data transmission. Let us consider this as X (So,c)' The value
of H varies depends on the success of this transmission.

S _
X(O,c) = H(1 - P),

where ¢ = (0 — 16) and H € (0,1)
The value of X(;) will be incrementing as with the failures to
accommodate a successful transmission. The GTS superframes that

wait till the first adjacent superframe to get transmitted successfully
can be denoted by X® _, this value can be formulated as:

(1,¢)

(©)

(e = HA = Pe) (7)

where, H is the probability of failure to get accommodated within
the initial transmission.The value of H can be given as Pee_B I ‘C'M,
this probability is with an assumption that all the transmissions
shall be carried out within the multisuperframe with i superframes
and ¢ channels with a GTS arrival rate of A. Generalizing for all the
i superframes, the successful transmissions can be denoted as:

x5 =HY(1-Pp,) ®)

(i)
The value of the successfully transmitted GTS in a single super-
frame can be given as:

x$=> H1-P) ©)
i=0

using the aforementioned equations, the probability to be trans-
mitted in the i*" superframe can be calculated as:

P{i’m) -(1-H) H (10)

and the overall average delay of the network can be given as:

§="(1-H)- H (i(MD) (11)
i=0

Conference’17, July 2017, Washington, DC, USA

For the numerical analysis we consider a multisuperframe with
2 superframes over 3 channels. We also consider three arrival rates
for the delay analysis. The increase in delay can be due to lesser
arrival rates. Lesser arrival rates also can have a negative impact on
the throughput of the network. However the multichannel feature
in DSME contributes to lesser delay and larger throughput.

We now use the probabilistic approach to calculate the delay of
schedule placement within a superframe. Unlike the calculation for
the entire multisuperframe, this calculation must be carried out for
every timeslot (Ts) of a single superframe. For this case, we take the
value of H and replace with H;;,; which is the probability of failure
to accommodate within the initial timeslot. This aforementioned
value can be expressed as:

Hysiot :Pee_TS'C.i/1 (12)

In order to generalize the aforementioned equation, let us con-

sider that all the timeslots have an equal size for all the i superframes

in the multisuperframe. Hence we can derive a formulation for the

delay for single GTS that fails to occupy the first timeslot and moves
to the next. Now we derive the delay for a timeslot to be:

Stimeslor = Pee_TS'C'M(Tl)/(l - Pee_TS .C.M) (13)

For numerical analysis, we compared symphony with MDT [14]
and brute-force FIFO algorithms [2]. This method is also used for
the GTS scheduling allocation in the OpenDSME framework [8] for
DSME implementation. The analysis shown in Figure 6 provides
the Transmission delay of the GTS frames for a set of transmissions
for different arrival rates (25, 50, 100 Kbps). With the change in the
topology of the network (addition of nodes), RPL updates a new set
of transmissions to be scheduled in the following multisuperframe.

Transmission delay of GTS frames in sec

EMDT adds Dummy GTS ki

' e Symphony

- === MDT
Random FIFO

0 | I I I I
i 2 3 4 5 6 7 8

number of GTS transmissions

Figure 6: number of transmissions vs GTS delay (Analytical)

MDT under-performs because it spares timeslots aiming better
reliability of the network. Certain amount of dummy timeslots are
allocated for reliability purposes, contributing to the delay. These
dummy packets result in more wasted bandwidth, eventually con-
tributing to delay. The Random FIFO technique works based on best
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effort. In case of any conflict, the transmission is scheduled the
eventual superframe to send the data. Symphony fills all the times-
lots stringently on the basis of channels available, thus eventually
leading to lesser transmission delays and also increased robustness.
Unlike Random FIFO and MDT, the Symphony schedules did not
wait until another Multisuperframe timeperiod to accommodate its
transmissions. Hence, Symphony was stringently able to achieve
lesser delay comparatively.

To complement our analytical results, we carried out simulations
for Symphony using the OpenDSME platform. We conducted ex-
periments for delay over several GTS transmissions. We simulated
our experiments at a 100 Kbps traffic rate for varying number of
transmissions. In our simulations, we pitted Symphony against
MDT, standard DSME and CSMA/CA.

18 : : : : - :
16 | p ,
14 | .
@12r * | —%— DsME il
5 ‘ —#%— Symphony
10 CSMAJCA |
w
i MDT
>
©
g
a

4 6 8 10 12 14
number of transmissions

Figure 7: number of transmissions vs GTS delay

From our performance analysis and simulations, we learn that
Symphony is able to achieve 10-15 % reduction delay when com-
pared to many state of the art algorithms for DSME. As the number
of transmissions increase Symphony is able to provide a schedule in
such a way it is optimal to achieve a lesser latency. It also must be
noticed that the transmissions that are provided onto Symphony is
derived through RPL, which in-turn can improve the overall Quality
of Service of the network manifold. We believe that integrating
RPL onto DSME and providing a routing aware algorithm like Sym-
phony can push DSME to become a de-facto standard for seamless
IoT communication.

7 FUTURE SCOPE

In this paper we introduce an approach to improve the overall Qual-
ity of Service in a periodically evolving real-time DSME network.
We provide an architecture for the integration of RPL and DSME
technologies through a routing-aware algorithm called Symphony.
The key goal of this work is to provide dynamic optimal schedules
for GTS allocation based upon the RPL topology information, while
reducing the latency of the overall network.

Harrison Kurunathan, Ricardo Severino, Anis Koubaa, Eduardo Tovar

Through our detailed mathematical and simulation analysis we
compared Symphony to some of the state of the art algorithms to
find that, Symphony with its stringent packing strategy, performs
better in terms of latency. By adopting symphony, we can witness
a a decrease in latency by 10-15 %. Our Simulation of RPL also
provides us an insight that routing over a dynamically evolving
DSME networks can improve its reliability manifold.

We aim at implementing our algorithm in a hardware platform
which will enable us to compare with the existing analytical results.
We also intend to develop an open-source implementation of this
protocol for Commercially Off The Shelf WSN platforms (COTS)
(e.g. TelosB devices), to validate the results over real WSN hardware.
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ABSTRACT

Industrial process control systems are time-critical systems
where reliable communications between sensors and actua-
tors need to be guaranteed within strict deadlines to main-
tain safe operation of all the components of the system.
WirelessHART is the most widely adopted standard which
serves as the medium of communication in industrial se-
tups due to its support for Time Division Multiple Access
(TDMA) based communication, multiple channels, chan-
nel hopping, centralized architecture, redundant routes and
avoidance of spatial re-use of channels. However, the com-
munication schedule in WirelessHART network is decided
by a centralized network manager at the time of network
initialization and the same communication schedule repeats
every hyper-period. Due to predictability in the time slots
of the communication schedule, these systems are vulnera-
ble to timing attacks which eventually can disrupt the safety
of the system. In this work, we present a moving target
defense mechanism, the SlotSwapper, which uses schedule
randomization techniques to randomize the time slots over
a hyper-period schedule, while still preserving all the feasi-
bility constraints of a real-time WirelessHART network and
makes the schedule uncertain every hyper-period. We tested
the feasibility of the generated schedules on random topolo-
gies with 100 simulated motes in Cooja simulator. We use
schedule entropy to measure the confidentiality of our al-
gorithm in terms of randomness in the time slots of the
generated schedules.

Keywords
WirelessHART, schedule, randomization, entropy

1. INTRODUCTION

Time-critical systems such as the industrial process con-
trol systems are real-time cyber-physical systems (CPS) that
monitor and control the production lines in a manufacturing
plant. The number of devices in such setup keeps increas-
ing. To support more devices and to cope up with frequent
changes in the network topology due to addition (removal)
of devices to (from) the network, a switch of the commu-
nication infrastructure from wired networks to wireless net-
works is desirable. Among the existing wireless sensor net-
work (WSN) standards, WirelessHART is best suited for the
industrial process control systems due to its reliable TDMA-
based schedule, centralized architecture, multi-channel sup-
port, channel hopping, redundancy in routes, and avoidance
of spatial re-use of channels.
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Although the use of wireless brings flexibility and adapt-
ability to the communication infrastructure, it increases the
threats of cyber attacks. Some recent sophisticated attacks
against critical infrastructures such as Stuxnet [1] and Drag-
onfly [2] have alerted us to the shaky protection of the
conventional air gap solution. The main components of a
WirelessHART network are the sensors, actuators, Gate-
way, a network manager, and multiple access points (AP).
Each communication between these devices are real-time
flows with fixed periods and deadlines. To make the flows
schedulable, the schedule in a WirelessHART network is pre-
determined by the centralized network manager at the time
of network initialization. The same schedule is repeated over
every hyper-period (i.e., lowest common multiple of the pe-
riods of all the flows in the network), until there is any
change in the network topology, such as addition/removal
of new/existing devices to/from the network. The repeti-
tive execution of the deterministic flow schedule in a Wire-
lessHART network over every hyper-period makes these sys-
tems vulnerable to timing attacks. Such repetition greatly
helps the attacker to analyze the eavesdropped traces and
infer the schedule. With the inferred schedule, the attacker
can further launch various strategic destructive attack steps.
For instance, the attacker can selectively jam the transmis-
sions from/to a certain critical sensor/actuator which can
eventually breach the safety of the system.

In this work, we aim at reducing the predictability of
the time slots in the communication schedule of a real-time
WirelessHART network. We propose a moving target de-
fense (MTD) mechanism, the SlotSwapper, that random-
izes the time slots in the communication schedule over ev-
ery hyper-period, satisfying all the feasibility constraints of
a real-time WirelessHART network as follows— (1) dead-
lines of all real-time flows in the network are to be satisfied,
(2) the hop sequences associated with each flow are to be
preserved and (3) no conflicting transmissions in the net-
work are allowed. From our analysis, the attacker who can
monitor the wireless transmissions needs at least two hyper-
periods to infer the schedule. Randomizing the schedule over
every hyper-period renders the attacker’s inference futile,
thereby greatly improving the confidentiality of the Wire-
lessHART network’s operations. More varied are the slots
in a schedule, more difficult it is for the attacker to predict
them. Hence, the measure of uncertainty in the time slots
of a schedule can be expressed in terms of the amount of
randomness in the time slots over the hyper-period sched-
ules generated by our algorithm. We re-defined schedule en-
tropy [3] as a metric to measure the uncertainty in predicting
the time slots. We illustrated the feasibility of our proposed
algorithm on random topologies with 100 simulated nodes
in Contiki Cooja [4]. To the best of our knowledge, this



is the first work on randomization to reduce the determin-
ism of the time slots of a hyper-period schedule in real-time
WirelessHART networks.

2. RELATED WORK

Two notable works in the literature which adopt ran-
domization techniques in the context of real-time processor
scheduling are taskshuffler [3] and SPARTA [5]. [3] presents a
schedule randomization protocol, the taskshuffler, that shuf-
fles a set of fixed priority real-time tasks on a uniprocessor
system. [5] proposes SPARTA, a scheduler to randomize the
leakage points in the schedule protecting the system from
Differential Power Analysis (DPA) attacks. However, both
of these works are on uniprocessor system. Our problem is
even harder than multi-processor scheduling. m channels
and n real-time flows of our network can be mapped to m
processors and n real-time tasks respectively. However, the
conflicting transmissions among the flows impose additional
constraint in our network which makes our problem even
harder than multi-processor scheduling.

Due to support for TDMA schedule in WirelessHART net-
works, these networks are vulnerable to selective jamming
attacks [6]. [7,8] survey various possible jamming attacks and
the key ideas of existing security mechanisms against such
attacks in WSNs. [9] proposes various types of side-channel
attacks and their respective countermeasures in WSN. The
countermeasures against jamming attacks can be provided
from physical-layer solutions as in [7,10] or cyber-space so-
lutions such as [11,12]. [13] presents the steps of an attacker
to launch jamming attacks in industrial process control sys-
tems. Recent works such as [14] and [15] provide counter-
measures against timing attacks in single and multi-channel
WSN respectively by permuting the slot utilization pattern
at the node level over a super-frame to randomize the sched-
ule. However, the flows considered in these works are not
associated with deadlines, hence, randomization of slot uti-
lization pattern at the node level makes the flows schedula-
ble. Our problem is more complex. Each flow in our net-
work is a real-time flow with a strict deadline. Permuting
the time-slots at each node does not guarantee deadline sat-
isfaction of all the real-time flows in our network, hence,
existing solutions in [14] and [15] are not applicable.

3. WIRELESSHART BACKGROUND

The WirelessHART protocol, being compliant with IEEE
802.15.4, is the first open wireless communication standard
for measurement and control in network and process indus-
try [16]. A WirelessHART network consists of a Gateway,
multiple field devices, APs and a centralized network man-
ager which are connected via wireless mesh networks. The
network manager, connected to the Gateway, is responsible
for managing the devices, scheduling, creating the routes
and optimizing the network. The field devices are wireless
sensors and actuators which can either transmit or receive
in a particular time slot. Also, in a time slot, a receiver can
receive from exactly one sender. Multiple APs are connected
to the Gateway via wired connections to provide redundant
paths between the Gateway and the network devices. The
key features of the WirelessHART network for which it is
suitable for process industries include

TDMA: For reliable collision-free communications in a Wire-
lessHART network, time is globally synchronized and slotted
into 10ms time slots within which a network device sends a
packet and receives its corresponding acknowledgment.

Channel and route diversity: WirelessHART supports a
maximum of 16 channels [17] at a frequency band of 2.4 GHz.
To avoid interference from neighboring wireless systems, it
adopts channel hopping in every time slot. A channel is
blacklisted if it suffers from external interference. Wire-
lessHART allows route diversity by transmitting a packet
multiple times via multiple paths over different channels.

Avoidance of spatial re-use of channels: To avoid in-
terference and to increase reliability, WirelessHART avoids
spatial re-use of channels [17]. The physical channel as-
signed to a link in a particular time slot is given by [17],
Chyp = (ASN + Ch;) mod m, where ASN represents Abso-
lute Slot Number and increases at every slot, Ch; and Ch),
are the logical and physical channels assigned to a node, m
denotes the number of channels in the network.

A WirelessHART network is represented as a graph G =
(V, E), where V is the set of nodes which are the sensors,
actuators and Gateway; F is the set of edges or links between
the devices. Anedgee =u — v, u,v € V, is part of G, if and
only if device u can reliably communicate with device v. In
a transmission along an edge u — v, the transmitting node,
u, is the sender and the receiving node, v, is the receiver of
the transmission.

Definition 1: Two transmissions along edges u — v and
w — x, where u,v,w,x € V, are said to be conflicting
transmissions, if both of them have the same sender or the
same receiver, i.e., if u=w)V (v =w)V(u==2z)V(v==r).
For each edge u — v € E, there exists a set of conflicting
transmissions in G. To keep track of the conflicting trans-
missions in G, we store an adjacency list known as the Con-
flict List. Each index i in the list corresponds to an edge
in E and the list corresponding to i stores the list of edges
which generate conflicting transmissions with .

An end-to-end communication between a sensor and an
actuator occurs in two phases: a sensing phase and a con-
trol phase during which the communications are between the
sensors and the Gateway and between the Gateway and the
actuators respectively.

4. SYSTEM MODEL

Our system model consists of a WirelessHART network
G = (V,E) and n end-to-end flows F = {Fi,Fa2,... Fn}.
Each flow F; € F periodically generates a packet at the
source node s; € V with period p;. The packet passes via
Gateway and reaches the destination node d; € V' \ {s;}
within deadline d;. We assume that our flows are of implicit
deadline, i.e., §; < p;. A packet is scheduled in more than
one routes between the source and destination for reliability.

Definition 2: The release time (ri;) of the j*" instance
of flow F; (j > 1) is the time at which the j'" instance of
Fi is released at the source node s;. Ti; is defined as

rig = — 1) pi (1)

Definition 3: The number of hops in a route of a flow
Fi is the number of intermediate devices between the source
(si) and the destination (d;) in the route of F;.

Definition 4: Given a graph G with m channels and a set
of flows F, a feasible schedule S is a sequence of trans-
missions over the slots in S along the edges in G. Each
transmission is a mapping of a flow to a channel in a slot
satisfying the following conditions:



1. No transmission conflict: Two transmissions along
u — v and w — x can be scheduled in the same time slot t,
if u = v and w — x are non-conflicting transmissions;

2. No collision: If u — v uses channel y and w — x uses
channel z in the same time slot t, then y # z, Yy, z € [1,m];

3. No deadline violation: If a flow F;, 1 < j < n, has
h hops, then all the h hops of F; are to be scheduled within
the deadline §;;

4. Flow sequence preservation: If a flow F; has h hops,

then the k'™ hop (1 < k < h) cannot be scheduled until all
the previous k — 1 hops are scheduled.

We assume that the network manager blacklists those
channels from the network in which the probability of suc-
cessful transmission is less than a certain threshold [18].
Therefore, the number of packet drops in the network can be
neglected. At the time of network initialization, the network
manager decides the schedule depending on the number of
available channels, the topology of the network and avail-
able routes for each flow [17], [19]. Given a graph G, a set
of n flows F over G and m channels, the network manager
runs any scheduling algorithm A that generates a schedule
S satisfying all the conditions of Definition 4. The network
manager then informs all the network devices about the al-
located slots in which they can transmit (receive) messages
from specific neighbors. The network devices become ac-
tive only in those slots in which they can transmit (receive)
messages. The same schedule repeats every hyper-period.

S. THREAT MODEL

The main objective of the adversary is to select a critical
sensor or an actuator as the victim node in the network and
predict the time slots in which the victim node sends (re-
ceives) packets to (from) its neighboring nodes by observing
the traffic in the network. Our adversary model is based on
the following assumptions:-

1. The adversary is aware of the network parameters such
as the number of channels adopted by the network.

2. The adversary is equipped with multiple antennae, hence,

he is capable of listening to all 16 channels in 2.4 GHz
ISM band in the network.

Based on the above assumptions, the adversary has the fol-
lowing capabilities:

Capability 1: The adversary can target a specific node
(sensor or actuator) as the victim node in the network and
monitor all communications associated with that node. Af-
ter analyzing the traffic for a sufficiently long period of time,
the adversary can predict the time slots in which the victim
node communicates with its neighbors.

Capability 2: Due to repetitive nature of the communica-
tion schedule, the adversary can estimate the hyper-period
of the schedule. The adversary can use this estimate in the
subsequent hyper-periods to infer the communication time
slots of the victim node.

Capability 3: The adversary can reverse engineer the chan-
nel hopping sequences by silently observing the channel ac-
tivities in the network [20].

With the above three capabilities, the adversary can exe-
cute further destructive attack steps. For instance, the ad-
versary can target specific transmissions from (to) certain
critical sensors (actuators) and can selectively jam the tar-
geted transmissions in specific time slots, thereby causing

1 2 3 5 6 7 8
S1 1-2 — — 2-3 4—5 — — 3— AP
chi  (F1) (F3) (F2) (F3)
-5 — 5-4AP 2-3 3-AP 5-AP
chy (%) (F2) (F1) (1) (F2)
S — 1-2 — 5— AP 3-— AP 4-5 — 5— AP
chy (F1) (F2) (F1) (F2) (F2)
2—-3 4-5 2-3 — — — AP —
chy  (F3) (F2)  (F1) (F3)

Table 1: Two schedules S; and S> over 8 time slots with
three flows Fi, F2, F3 where s1 = 1, s2 = 4, s3 = 2 and
di =do =ds = AP.

disruptive effect on the system. Due to repetitive nature of
the hyper-period schedules, same flow gets transmitted in
the same time slot over every hyper-period. Hence, selec-
tively jamming the predicted channel in specific time slots
over every hyper-period results in jamming the targeted flow
with probability 1. Different from the constant jamming
attack that jams all the transmissions, selective jamming
is more stealthy as it allows the attacker to strategically
target certain critical sensors and/or actuators within their
proximity with much lower radio transmission power. This
reduces the overhead and cost for the attacker to implement
the jamming attack [21]. In contrast, random jamming that
does not infer the schedule and jams in randomly selected
slots is much less effective [22].

Attack consequences: Selectively jamming the transmis-
sions from a critical sensor node results in blocking the sen-
sor data to reach the Gateway. As a result, proper con-
trol commands cannot be delivered to the actuators which
in turn may result in degraded performance of the system.
Also, selectively jamming the control commands to reach
the actuators may hamper the safety of the system.

Motivation of our work: The main objective of our work
is to develop a MTD technique, the SlotSwapper, that ran-
domizes the communication time slots over every hyper-
period schedule such that the schedule changes before the
attacker can estimate it. We present a motivating example
to illustrate how the threat can be addressed by randomizing
the time slots in every hyper-period schedule.

Example 1: Consider the network graph shown in Fig-
ure 1 with two channels, three flows, F1, F» and F3 where
the sources are s1 = 1, s2 = 4, s3 = 2; the destinations
are di = do = d3 = AP; the periods and the dealines are
p1 = p3s = 01 = 03 = 8, pa = d2 = 4 respectively. Consider
S1 in Table 1 to be the hyper-period schedule over the flows.
Consider node 1 to be the victim node. In the traditional
TDMA-based real-time WirelessHART network, the network
starts with schedule S1 which repeats every 8 time slots. An
attacker listening to the channels in the network will find
nodes 1 and 2 communicating every 8 time slots. In par-
ticular, to identify this repetitive pattern, the attacker needs
to listen to the network for at least two hyper-periods, i.e.,
16 time slots. The attacker can launch selective jamming



attack earliest in the 17" slot. With our proposed MTD
technique, a new schedule is followed in each hyper-period,
i.e., if S1 is followed in the first eight slots, then Sz will be
followed in the next eight slots and so on. However, there
is no communication between nodes 1 and 2 in slot 1 in Sa,
i.e., the communicating time slots in two consecutive hyper-
periods are different. To identify the repetitive patterns in
the schedule, the attacker needs to monitor the communi-
cations for at least two hyper-periods. Hence, by changing
the schedule every hyper-period, the system will change at
a faster pace compared to the learning pace of the attacker,
rendering further strategic destructive attack steps (e.g., se-
lective jamming) infeasible.

6. PROPOSED MTD TECHNIQUE

Our proposed MTD technique, the SlotSwapper, consists
of two main phases— (1) An offline schedule generation
phase (2) an online schedule selection phase. Sched_Gen()
considers an initial hyper-period schedule B for a set of n
flows F over a graph G, and generates a new feasible sched-
ule &’ by randomizing the slots in B. However, randomiza-
tion of time slots in B is to be done in such a way that all the
conditions of generating a feasible schedule (Definition 4) are
obeyed. To reduce the repeatability of time slots in B, we
propose to run Sched_Gen() K times (K is a large number)
in offline mode and generate a set of feasible hyper-period
schedules S. We suggest to select a schedule uniformly at
random every hyper-period from S and execute that sched-
ule over that hyper-period.

Algorithm 1: SlotSwapper

S = {B};// a base scehdule
for 1=1,2 upto K do
| S=S8U Sched-Gen();

S = Select a random schedule from S every hyper-period ;

Bow Nk

Offline Randomized Schedule Generator : Algorithm 2
presents an overview of Sched_Gen(). Table 2 summarizes
the notations used in the algorithm. We present an example
to illustrate the steps of Sched_Gen().

G a network graph over V nodes and [E| edges

F a set of n flows defined over G

m number of channels in the network

hp hyper-period of n flows

B a base schedule consisting of mapping of a channel in a slot to a
flow over one hp

C Conflict List corresponding to the network graph G

S’ a copy of the base schedule B

hop_list  a dictionary to store hop number to slot mapping of all the
flow instances in F

edge_list a dictionary to map channel to edge in a particular slot in S’.

Table 2: List of notations used in the algorithm.

Example 2: Consider the same setting as in Figure 1 and
Ezxample 1. Let S1 in Table 1 be the base schedule. Let us
consider the 1°¢ hop of Fs in S1 with oy = 4 and c_ch = 1.
The window corresponding to 1°* hop of Fs is [1,7]. For
every slot oy € [1,7] and every channel ch € [1,2], we call
trConf() and check for conflicting transmission. 2 — 3
has conflicting transmission with [1 — 2,2 — 4,3 — AP] in
S1. Therefore, (slot,channel) pairs such as, (1,1), (5,2) and
(6,2) are rejected due to transmission conflict with (4,1).
Similarly, (slot,channel) pairs such as (5,1) and (7,2) are
also rejected by function deadPr() due to violation of dead-
lines of the flow instances. (slot,channel) pairs (5,1) and

Algorithm 2: Sched_Gen

1 for tick = 1,2, ..., hp do

2 for j = 1,2, ..., |F| do

3 if tick == Fj.deadline then

a inst = tick/F;.deadline;

5 for p = 1,2, ..., Fj.n_hops do

6 ot = slot of p'”* hop of inst;

7 elig_list = {};// empty list

8 if m == 1 // single-channel

9 then

10 Ib = inst x Fj.release_time;

11 ub = inst x F;.deadline;

12 for o} = Ib, Ib+1,..., ub do

13 if S’[o;] # F; then

14 L Add o} to the elig_list;

15 Orandom = random(elig_slots);

16 L swap (0t, Trandom);

17 else

18 c_ch = channel of pt" hop of inst;

19 if p == 1// first hop

20 then

21 | Ib =inst * Fj.period;

22 else

23 L Ib = slot of (p — l)m hop of inst + 1;
24 if p == F;.n_hops // last hop

25 then

26 | ub = inst * Fj.deadline;

27 else

28 L ub = slot of (p + l)th hop of inst - 1;
29 for oy = Ib, Ib+1,..., ub do

30 for ch = 1,2,...,m do

31 b1 = trConf(o¢,cch,oy,ch,C);
32 by = deadPr(o¢,c_ch, o}, ch);
33 bs = flowPr(o¢,c_ch, o;, ch);
34 if b1 && by && b3 ==1 then
35 | Add (o}, ch) to elig list;
36 (0, c) = random(elig_list);

37 swap(o¢, c_ch, o, c);
38 update hop_list, edge_list and S’;

39 return S’;

(7,2) correspond to the second instance of F2 with release
time at 5" slot and deadline at 8" slot. Hence, the second
instance of Fo cannot be swapped with any other slot before
slot 5 or after slot 8. Similarly, flowPr() does not allow
(slot,channel) pairs (1,2), (6,2) and (7,2) in the eligible list
in order to preserve the hop sequences of flows. If the trans-
mission corresponding to 1°° hop of 1°¢ instance of F2 (via
edge 4 — 5) of (slot,channel) pair (1,2) is allowed to swap
with (4,1), then the second hop of that instance of Fa would
have been scheduled before the first hop, violating the hop
sequences of the flow instances. Finally, the list of eligible
(slot,channel) pairs are — [(2,1),(2,2),(3,1),(3,2),(4,2),

(6,1),(7,1)]. Let (3,2) be the randomly selected element.
Swapping the transmissions and the flow instances between
(3,2) and (4,1) and iterating the same procedure over all the
flow instances generates a completely new feasible schedule.

Online Selection of Schedules: On executing Sched_Gen()
K times in offline mode, we get a set of feasible schedules S.
At the time of network initialization, each node is informed
about the time-slots in which it can send/receive messages in
each of these K hyper-period schedules. The online schedule
selector runs at each node once in every hyper-period, se-
lects a schedule S from S uniformly at random and executes
S over that hyper-period. To ensure that the same schedule



is selected at each node, we propose to use a pseudo-random
number generator (PRNG) [23] (assumed to be secure) ini-
tialized with the same seed at each node. This allows each
node to select the same schedule every hyper-period without
any additional communication.

7. MEASURE OF UNCERTAINTY

Given a set of schedules S generated by Sched_Gen(), we
need to quantify the amount of uncertainty in the schedules
in S. In [3], schedule entropy is used to measure the uncer-
tainty of a given schedule for a uniprocessor system. We
have redefined schedule entropy as a function of the slot and
channel entropy to measure the randomness in the schedules
in S. In a multi-channel WirelessHART network, each of the
slots o; in a schedule S consists of m channels which can be
represented as o; = {¢;1, Ci2, - . ., Cim }. Given a hyper-period
schedule S over [ slots and m channels for a set of flows F,
the occurrence of the j** flow F; in the k*" channel of i" slot
is a discrete random variable with possible outcomes from
0 to n, where 0 represents idle flow, n is the total number
of flows in F. Let ¢;z = j denotes the j** flow occurring in
the k' channel of i** slot of S. However, the occurrence of
the j*" flow in the k*" channel of the it" slot restricts the
occurrence of some other flow F; in the same channel of the
same slot. Also, if a flow F; completes its hops in the ith
slot in the schedule, it cannot occur in the subsequent slots
until the arrival of its next instance. We therefore, define
Schedule entropy as

Definition 5: Schedule entropy over a set of flows F for
a WirelessHART network with m channels is the conditional
entropy of F; occurring in the k' channel of the i'" slot,
given the entropy of all the slots from 1 to i — 1. It is repre-
sented as

H(8) =) H(oilo1,02,...,0i 1) (2)
i=1
H(O’i):— Z Z Z PI‘(Cil,CiQ,...,Cim)
¢j1=0¢;2=0 ¢im=0

1Og2 PI‘(C“7 Ci2y vy Cim) (3)

For a multi-channel WirelessHART network with n flows
(n > 16), the number of possible permutations in the cal-
culation of the joint probability for each slot is exponential.
Hence, we consider the empirical probability distribution of
the flows across all the channels in each slot which is an
upper-approximated value of slot entropy as the joint prob-
ability is always less than or equal to the sum of individ-
ual probabilities [24]. Further, calculation of conditional en-
tropy in Equation (2) involves joint probability distribution
of slots in S, which is exponential in nature. So, we consider
the empirical probability distribution of the slots in S.

—~

Definition 6: Upper-approxzimated slot entropy H(o;)

and Upper-approzimated schedule entropy H(S) are de-
fined respectively as follows

m n

H(o) = =33 Prlca = j)log, Pr(cin =j)  (4)

k=1 j=0

> H(oi). (5)

i=1

H(S)

where Pr(cy, = j) is the probability mass function of the j"
flow occurring in the k" channel of the it" slot.

8. EVALUATION

Simulation setup: We use Cooja simulator [4] of Con-
tiki 3.0 to test the feasibility of our schedules. We gen-
erated three random topologies with 100 simulated Tmote
Sky motes by varying the degree of nodes (6) or the number
of incoming and outgoing edges incident on a node — (1)
Graph A (0 between 2 to 4) (2) Graph B (6 between 3 to 6)
(3) Graph C (0 between 3 to 8). More the degree of a node,
more are the chances of conflicting transmissions and less
is the number of available flows for a particular time-slot.
Nodes with highest number of neighbors are considered to
be the APs.

Flow Generation: A fraction («) percent of the nodes
are randomly selected as the source and destination nodes.
The source and destination nodes are disjoint. In our ex-
periments we varied a between 20-80%. We selected the
number of hops of each flow to be between 2 to 8 [25] and
considered the shortest path as the primary path. The flows
have implicit-deadline with periods varying randomly in the
range of 27 to 20,

Experiments: We fixed the hyper-period at 2'° time slots
and ran experiments upto 10000 hyper-periods with the num-
ber of flows and the number of channels varying between
10 to 40 and 1 to 4 respectively. For each condition, we
generated 100 random instances and measured the upper

approximated schedule entropy (H(S)) for each of these in-

stances. Figure 2 shows H(S) for all the tested scenarios. It

has been observed that H(S) is maximum for single-channel
WirelessHART network for all three graphs. This is because
in single-channel WirelessHART networks, there is no con-
flicting transmissions among the flows in the network. As a
result, a flow can be scheduled at any slot within its release

time and deadline. For a fixed number of channels, H(S)
increases significantly with increase in the number of flows
upto 30. After that, there is no significant increase in the

value of H(S) with increase in the number of flows. This is
because, with increase in the number of flows more flows can
appear in a slot. However, as the number of flows increase,
the number of conflicting transmissions among the flows in-
crease which in turn restricts the number of available flows
to be scheduled in a particular slot. H(S) also increases with
increase in the number of channels between 2 to 4, as the
number of available positions for a flow to be scheduled get
increased. However, it has been observed that with increase

in the number of channels, the increase in H(S) is signif-
icantly less for Graph C. Among all the three graphs, the
number of edges is maximum in Graph C resulting in more
conflicting transmissions among the flows thereby restricting
the number of available positions to schedule a flow.
Although we ran our algorithm upto 10000 hyper-periods
to measure the randomness in the generated schedules, the
amount of memory available to each Tmote sky mote is not
sufficiently large to store large number of schedules. We
measured that each mote can only support a maximum of
2000 time slot information. We observed that, if a node is in
the path of all the 40 flows, then it requires to store at-least
80 time slot information per schedule (40 for transmissions
and 40 for re-transmissions). With this specification, we
were able to store 25 schedules in each node. We can man-
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Figure 2: Upper Approximated Schedule Entropy over Graph A,Graph B and Graph C, with number of flows varying between
10 to 40 and number of channels between 1 to 4 with a hyper-period of 1024 time slots

ually tune the nodes with different sets of schedules after
several hyper-periods to further reduce the chance of pre-
dicting the schedules. Our MTD technique only involves
an additional random number generation in each node once
in every hyper-period, the power consumption of which is
negligibly small.

9. CONCLUSION

In this work, we presented an MTD mechanism, the SlotSwap-
per, to reduce the predictability of TDMA slots in a real-
time WirelessHART network. We used schedule entropy to
measure the uncertainty of the schedules generated by our
algorithm. We illustrated the feasibility of the schedules on
simulated networks in Cooja with 100 Tmote sky motes.
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