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Abstract— This paper addresses the architecture, protocol
stack and routing algorithm of a framework, called RTPAW
(Real-Time Power-Aware) devised to support energyfcient
real-time communication over Wireless Sensor Netwés (WSNSs)
used in monitoring applications. The aim of RTPAW § to provide
soft real-time traffic with an appropriate QoS while reducing the
energy consumption of the nodes, which have to worfor long
periods without the possibility of replacing their batteries. The
proposed framework exploits the features of an Aggrgation level
introduced between the MAC and Routing layers. Thislayer
mainly deals with reducing the amount of energy dspated,
while the Routing layer is entrusted with achievingthe desired
QoS, in terms of delivery speed, to support the ansmission of
soft real-time traffic. The paper presents the RTPAV
performance and discusses the way there are affedtby changes
in the operating parameters and network load.

. INTRODUCTION

A Wireless Sensor
applications typically consists of nodes which msx their
data and exchanging it amongst themselves as wellith a
base station via a Sink node. As WSN nodes arergigne
located in the proximity of or inside the phenometioey are
monitoring, and the environments involved are oftemote or
hostile to humans, they should be able to functigtihout
human intervention for as long as possible. In otdemeet
the long-lasting autonomy requirement,
consumption is the main issue to be tackled. Fisr rmason,
and to allow for deployment of WSNSs at affordabteduction
costs, low-power processors and very small memoeaies
typically used. This, however, is not sufficiens, the amount
of energy consumed by communications in WSNs isallisu
much greater than that used for processing. Tieetieerefore
a major need for
consumption, so as to prolong the lifetime of tloeles and
thus that of the network as a whole. However, dwuirement
on power consumption clashes with the need for-tiewsd

[1], [2] and [3]) or at providing soft real-timeafific with the
desired QoS (e.g., [5] and [6]). This paper déswithe Real-
Time Power Aware Framework (RTPAW), which targets a
trade-off between power consumption and deliveryespby
exploiting the features of both categories of prots. An
earlier version of RTPAW was sketched in [10]. Heregive

a more detailed description. In addition, a perfamoe
evaluation of RTPAW performance, obtained by ns-2
simulations, is presented. The sensitivity of RTPAW
performance to changes in the operating paramedads
network load is also discussed.

Il. RELATED WORK AND MOTIVATION

A. Related work

In order to minimize power consumption, clusterdshs
routing protocols, such as LEACH [1] and MECH [&}lopt a

Network (WSN) for monitoringhierarchical routing strategy. A limited number afvays

active nodes, called cluster heads, form a backbehite the
other nodes can remain asleep and only wake up datnis
being sent. The cluster heads are elected in ootatid remain
cluster heads for a certain period of time, caledund. Intra-
cluster communication uses Time Division Multipleckss
(TDMA). A super-frame is created, in which each adis its
own time slot. Once data is acquired, the clustexds transmit

low-poweit directly to the base station. Code Division Nplk Access

(CDMA) is used in order to reduce the impact ofioad
interference between different clusters. This apphoenables
energy saving, but suffers from scalability proldemhich
make it unsuitable for large networks, as it regsiiclock
synchronization at a network level, which is onbsgible for
small networks. Moreover, in LEACH cluster heads

protocols able to optimize powetommunicate directly with the base station. Ondtreer hand

MECH supports hierarchical message forwarding dmets not
guarantee any QoS.
Another class of routing algorithms has been depaowith

support, which comes out as WSNs used for mongorirthe aim of providing WSNs with a given QoS. Amohgrn,

applications mostly feature periodic soft real-titnaffic and
thus require a way to enforce a minimum data deliepeed
SO as to meet delay constraints.

SPEED [5] and MMSPEED [6]. Based on geographical
routing, which is particularly efficient in netwalcovering a
large geographical area, both approaches try toagtee a

The communication protocols for WSNs existent i thminimum speed in data delivery. However, these ritiyos

literature aim either at minimizing power consuropti (e.g.,

were developed on 802.11 and do not target power



consumption.

Conversely, the RPAR [4] protocol targets
applications and at the same time tries to optinpoever
consumption, constantly regulating the transmisgionver.
This approach is, however, affected by anomalobsier in

is to forward the data to other RNs or the Sinkendd this

real-timarchitecture, therefore, the CH handles transmissithin the

cluster, while the RN handles transmission outteecluster.
There are three different types of traffic: comneations
between the CH and the CNs, the ones between then@khe

heavy traffic conditions, which tends to favor netw RN, and the ones between RN and RN or RN and Sihé.
congestion. The reason for this behaviour is thbgn a node first and second types of traffic are periodic aas,we will
is congested, due to high contention, it has toetgmi a large explain later, mainly aim at the functioning of tA® (and are
number of retries before transmitting a packetexdty, due to managed by the Aggregation Layer). The third typeadfic is

high collision probability. Hence,
transmission power, worsening the situation. Initiatdto this
problem, it has to be highlighted that energy sgnlimited,
as nodes never go to sleep.

B. Motivation
Our proposal derives from the need to find a comioation

technigue for WSNs that is efficient as regards ¢row

consumption and able to support soft real-timdittaf\nother
highly desirable characteristic is the ability tseu where
possible, standard protocols or established prigdbat have
been widely studied (e.g. in [9]). For this reasorhis work
we chose to use the 802.15.4 standard [7],[8] fier MAC
layer, whereas for the routing layer we envisagedadapted
version of SPEED.

. THE RTPAW FRAMEWORK

A. Network architecture proposed

As geographical routing is not based on the physiddress
of a node, but on its position, if there are selverades

RPAR increasele t not periodic, and is handled at a higher layeiit &srelevant

to the single AUs (and is managed by the Routingeba

Splitting the RN and CH roles implies several bégef
Firstly, the RN is able to perform full time pacKetwarding,
thus we have better routing performance: if RN @htiroles
were unified in the CH, packet forwarding coulddezformed
only when there is no data from CNs. This woulduies
network-wide clock synchronization and reduce taedwidth
utilization (CH would be a bottleneck). The pashim
between RN and CH operations achievable splittivgrbles
provides a better bandwidth exploitation, and reduatencies
and chances of congestion. Furthermore, having RiNGH
roles, in conjunction with the use of different im@¢hannels
for nearby AUSs, allows for isolation between cotiemfree
intra-cluster communications and contention-baseder4
cluster communications, to the benefit of both enance
and network scalability.

B. Protocol architecture of the RTPAW Framework

The RTPAW protocol architecture proposed hereufest
an Aggregation Layer which acts as a mediator betwibe

geographically very close to each other, not athe have to MAC and Routing layers for the combined handlingoérgy

be active at the same time. This allows for enesaying. To
achieve an alternation between activity and sleefods, a
proper network architecture has been devised.

The RTPAW architecture inherits the main featurds
cluster-based protocols, but introduces a set of cencepts.
The nodes are grouped into clusters, which weAggtegated
Units (AUs). The AU structure is different from that tife
clusters in the protocols currently proposed in literature.
Here, the nodes in an AU belong to three diffecetégories:

« Cluster Head (CH);

« Relay Node (RN);

« Cluster Node (CN).

In each AU there is one CH, one RN and a varyingher
of CNs, as shown in Fig. 1. The CH has the taskotlecting
data from the sensor nodes belonging to the clgterCNs)
and periodically transmitting it to the RN. Thekax the latter

Fig. 1. RTPAW Networkarchitectur

awareness and real-time support. The Aggregatiger.deals
with creating and managing the AU and transmitting first
two types of traffic described before. The Routirayer lies

@bove the Aggregation Layer and forwards packets/dmn

AUs, thus handling the third type of traffic. Inigh
architecture, the MAC layer closely collaborateghwihe
Aggregation layer to provide the Routing layer wathiniform
view of the set of sensor nodes making up the Atk Basic
addressable entity in the Routing layer is theeefoot the
single WSN node, but the single AU.

The Aggregation layer is split into two sub-layesdth the
lower part (called MAC-dependent) which stronglypeieds
on the MAC protocol used and represents an exterefiche
basic functions needed to implement the level ab®kies sub-
layer has to provide primitives in order to set traio
channel, put nodes to sleep and wake them up, chery
battery charge status, perform channel scans Ereergy
Detection scans), send and receive frames. Usiisgs#t of
primitives it is possible to create the MAC- indagent sub-
layer. The upper layers primitives depend on thetquol
used; however, a set of basic primitives shoulgrtogided for
every protocol. For example, the MAC-independemt pathe
Aggregation Layer should always provide primititescreate
the AU, set up the AU (i.e. beacon period), mantge AU
(i.e. CH or RN election), send and receive data. €N to



CH or CH to RN). While the Routing layer should ajs
provide primitives to send and receive data (i.B. 8 RN),
and to send control packets whenever needed.

The main task of the Aggregation Layer is to crezte
handle the cluster and the aim is to reduce consamfbpy
scheduling periods of activity and sleep periodshe T
Aggregation Layer may also perform some data psicgsf it
is not single CN data, but some aggregated quaniitgined
from multiple CN samples, that has to be forwaritedhe
WSN. As mentioned previously, the MAC level and Kh&C-
dependent part of the Aggregation Layer work chasat the
activity periods may coincide with certain statéshee MAC
Layer. For example, if TDMA is used for transmissioside a
cluster, it is possible to make nodes go to slegfing time
slots other than their own. Above the Aggregatioayer
virtually any routing algorithm providing a certa@oS can be
used. The algorithm will operate viewing the whélg as a
single node.

The expected advantages of the proposed archiéeatar

* Reduced power consumption, depending on theiefity

of the Aggregation protocol used;

¢ Advanced QoS management, depending on theesffigi

of the Routing protocol used.

Moreover, depending on the aggregation protocoti,uas
the routing unit is the whole AU, rather than tlegke node,
the AU will continue to live even if several of ides cease
to function. In addition, the distance between &ggregated
units is much greater than that between the singtkes in the
network. Therefore, if a geographical routing altjon is
used, the system is less sensitive to the inacgwhlocation
mechanisms.

IV. THE PROTOCOLS USED

A. Physical and MAC Layer

At PHY and MAC layers the 802.15.4 standard [7] i@k
been adopted; the non-beacon enabled mode hasbhesen
to guarantee greater scalability and fault toleeame order to
avoid inter-AU interference,
architecture using the 16 different radio chanmel2.4GHz.
In this manner it is possible to make the radidscat the
Physical layer coincide with the AUs at the Aggtemalayer.
Selection of the transmission channel can be autordaring
initialization of the nodes, using the Energy Dé&tet scan
(ED scan) procedure defined in [7] and [8], orastording to
the position of a node. In the latter case, we caate the
cellular radio architecture by manually settingngmission
channels with the aim of minimizing the interfereacamong
nodes on different AUs.

B. Aggregation Layer

The Aggregation Layer handles data transmissi@simgle
AU. In every AU a super-frame structure is creatmu each
CN belonging to the AU sends data to its own CHjrduthe
assigned timeslot. It should be noted that the Aggtion
Layer super-frame, which is shown in Fig. 2, is matpped on

Data Time Slots Sleep Time

k
Beacon Frame

Fig. 2. Aggregation Layer super-frame.

the 802.15.4 super-frame, but is created at a highel using

the 802.15.4 non-beacon enabled mode. An important
difference between RTPAW and the other clusterdbase
protocols existent in the literature is that, wiasrehe latter
ones usually require network-wide clock synchrotiizg our
protocol requires synchronization at the AU levelyo

As mentioned previously, in our approach therenateonly
cluster heads (CHs) and nodes belonging to a cl@és),
but also relay nodes (RNs). A CH and an RN aretedemn
each cluster. The former collects data from thesotiodes
(except the relay node), whereas the latter forgvgraickets
from one cluster to another. It is necessary twigea small
period of time in which the CH and RN nodes synolm®
their data. The RNs must always be active, whigeGlis can
go to sleep only after synchronization with the RMI. the
others can go to sleep and only wake up to receive
synchronization signals from the CH or to transtiéir data
during the assigned time slot. As CHs and espgciRNs
consume more power than the other nodes, they tmave
elected in rotation, in such a way as to balanee gbwer
consumption.

The normal functioning of the protocol is dividedd three
different phases: initialization, election and dat&nsfer. The
initialization phase is executed when a node & fictivated,
whereas election and data transfer alternate, ex#gsarily at
regular intervals. The following is a brief destiop of the
three phases.

1) Initialization: The main aim of the initialization phase is
definition of the cellular architecture. We assuthat all the
nodes know their own position and that they havenbe

we create a Ce”'b"’lsefjandomly arranged with a relatively uniform density is

therefore possible to create a homogeneous ceBtiacture,
as a grid subdividing the area being monitored atoumber
of small uniform regions, each hosting a cell. Tieat step is
the first election, during which any of the nodgsiipped with
the greatest amount of energy can be elected aSHhef his
AU. Then the CH elects the RN (as described beland
sends the transmission schedule to the CNs.

2) Election: In cluster-based protocols integrating a cluster
head rotation mechanism, whenever a CH is eledteid i
necessary to reconstruct the whole cluster. Inptiesence of
tight deadlines, or when constant updating of theables
being monitored is needed, this may degrade the Qb%as
therefore decided to separate the distributed #itgorfor the
first election from the one used later on, whicleesitralized.
In the latter case, at a certain point (after agatablished time
or because its remaining power has dropped beregthen



threshold) the CH autonomously decides which ned® ibe
its successor and notifies the node involved. Fthennext
transmission cycle onwards, the new CH will stapérating.
The decision regarding the next CH is based ornrés&lual
energy of the nodes in the cluster, signalled & ftame that
nodes send during normal transmission phases.

Election of the RN is different. The CH elects tR&
autonomously when it is requested. An RN whose pdws
dropped beneath a certain threshold notifies the dbHng
their synchronization phase. The CH consequenthosés as
the next RN whichever of the nodes with the graaesunt
of energy has the strongest signal. The formerrinédion can
be directly devised by the hardware, while theetattan be
obtained with a negligible overhead, insertingnithe packets
that CN nodes send to the relevant CH.

3) Data transfer: Intra-AU data transfer follows a pre-
established synchronized sequence which emulategpar-
frame structure in the Aggregation Layer. In thiaywit is
possible to avoid collisions. The super-frame starith a
beacon frame from the cluster head, used for tresséom
synchronization in the AU. After the beacon, thare time
slots during which the CNs can transmit their datéhe CH,
using TDMA. During all the time slots assigned e tother
nodes, a CN can go to sleep. It must, however, wakagain
on time to receive the next beacon frame. Thedastion of
the super-frame is for synchronization betweenGheand the
RN. In the meanwhile, the RNs form a backbone afasathat
are always active in forwarding packets to the Siolle. They
communicate over a single dedicated channel, smglthe
synchronization phase it is necessary to switchnobis
temporarily. When the RN acquires the updated Cid fam
the CH, it forwards it as defined by the Routingyéa Only
RNs can forward data, so they are the only nodatsrtin the
routing algorithm.

C. Routing Layer

As the Routing layer is located above the Aggregalayer,
packets are not addressed to single nodes, bundte AUs.
So, the only task of the routing algorithm is tosard packets
from a source AU to their final destination, usyate Sink
node. The scenario RTPAW was devised for is onehith
the WSN comprises a large number of nodes and magr @

[5], which are given below.

In RTPAW, the forwarding of packets does not ineolv
singol nodes, but whole AUs (through RNSs); therefthe
address used here to route data packets is notitatet by
the real geographical coordinates of the currens,RNIit on
the virtual coordinates of the whole AU, which are an
approximation of the AU centroid coordinates. Aresth
difference is that hop-to-hop transmissions reqdic&s, and
the per-hop delay is calculated according to theéde

delay =W, + (T, —T,)/2 (4.1)
where W, is the time elapsed waiting in a quedg, is the
arrival time of a packet antf, is the time when the Ack is

received.

Finally, as the RNs periodically change, we neetheso
means to keep the network in the steady state aften the
election of new RNs. When a new RN is elected,aldeone
sends the new RN its neighbouring table. As sooara&N
becomes active, it immediately sends a broadcestdoe so
that its neighbours can update their neighbouraigdes with
the MAC address of the new RN. A second beacoerisafter
a short time, in order to minimize the chance thaty
neighbours will fail to update their table. There thode can
start to send periodic beacons normally, as destiiiln [5].

V. SIMULATIONS AND EVALUATION

In order to evaluate the effectiveness and perfoomeof
the RTPAW framework, we simulated the network
architecture and the protocol stack of the framéwaith the
ns-2 [11] tool. For the physical parameters of the simulated
nodes, the datasheet of COTS devices, i.e., theSMaam
XBee modules [12], were taken into account. We qraréd
several simulations, with different network loadslanumber
of nodes. In the following subsections, the resalitained in
terms of energy consumption, e2e delay and delispegd are
discussed.

A. Energy efficiency of RTPAW

The energy efficiency evaluation was initially perhed
upon a small-sized network, to avoid excessivelyglo
simulation run-times. In this evaluation it is innent to have
a long simulated time, as our aim is to estimate aherage

wide area. For this reason, although the underlyingsde consumption in the long term. For this reaswa,
Aggregation layer contributes towards increasinge th.gnsidered a scenario made up of 135 sensor nodepegl in

scalability of the network, the algorithm used fayuting
between the AUs has to be able to handle a largeorie
without any difficulty. In addition, it is advisablto use a
routing algorithm that is as fault-tolerant as ploiss As said
before, the presence of an underlying Aggregatiayer
mitigates the system-wide impact of faults occuiin single
nodes. Finally, the routing algorithm has to makgoissible to
achieve the desired QoS, which in our case is esligpeed.
A routing algorithm which possesses all these festus
SPEED [5]. For this reason a SPEED-inspired apprdac
used in RTPAW. There are a few differences betwinen
RTPAW adapted version of SPEED and the one destiibe

9 AUs, each with 15 nodes. The monitoring areatse 900
m? (a square with 30n sides), while the area covered by a
single AU is 100n? (a square with 16n sides). Each sensor
node sends its data every 10 seconds towards thenSde.
The payload of a CN data packet is only a 4bytesgar, but
considering the overhead due to the 802.15.4 anBARVT
headers, the frame length for a CN data packéeiligtes. The
setpoint speed [5] (that is, the minimum forwarding speed) is
set to 1km/s. Twelve hours of network functioning were
simulated.

The efficiency index adopted here is the mean power
consumption of a node inside an AU. We evaluated th
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Fig. 3. Mean AU residual energy.

parameter measuring the residual energy powerdh sansor
node at regular time intervals (every hour) anch tteculating
the arithmetical mean of the residual energy okthifrom
each node belonging to the same AU.

The mean residual energy of each AU as a functidime
is shown in Fig. 3. Looking at the figure, we netithat the
mean consumption for AU_O is the lowest. This isduse in
AU_0 nodes communicate directly with the Sink nodere
the Sink node replace the RN, and no other RN étlee in
this AU. The energy consumption of the Sink nodeadstaken
into account in the figure, because we assumedthieaBink
node is directly connected to a power source. Figighlights
two important features of the RTPAW framework. Tinst is
the energy consumption balance among different Aldéch
all, except for AU_0, maintain very close energjuea along
the time axis. The second is the linearity of thg Aean
residual energy curves.

Both features are obtained thanks to the Aggregatayer,
which schedules transmission and sleep times onatant and
fair way among the CNs. The only not-constant (awod-
linear) part of the AU energy consumption is duehe RN.
However, as the RN never goes to the sleep statef@an
sensor nodes the difference in the energy consampif
transmit and receive states is small, this partcdcalso be
approximated to a constant value.

Thanks to the linearity of the residual energy estvit is
possible to estimate the AU mean energy consumpgtiem
time unit. As a result, energy consumption overadpitrary
time interval or an approximation of the overalltwerk

Fig. 5. Mean AU power consumption vs. varying stipgeme length.
duration can be calculated (but, in this case, batery
capacity as well as the mean energy consumptioe t@awbe
considered). The computation of the mean AU energy
consumption is equivalent to the computation of angular
coefficient of the line representing the mean AUergy.
Making use of the linearity of the AU mean energy
consumption, we can approximately estimate the powe
consumption in very large networks, by simulatimgyca few
minutes (e.g., some dozen) of network functionikgy. 4
shows a graph obtained from a simulation of 25 teimwof
network functioning. In this scenario we have 15@ftes
grouped into 100 different AUs. The monitoring aire40000
m? (a square with 106n sides), while the area covered by a
single AU remains set to 1007. The setpoint speed also
remains set to lkm/s too. Fig. 4 shows that the mean
consumption of a node in any AU (other than AU_®Xhis
simulation is just above 1&W. Without RTPAW, assuming
that nodes are in the receive state for the 90%edf time and
the remaining 10% are transmitting data, the mean
consumption is about 168\W. Thus, by lowering the duty
cycle of the nodes through the Aggregation LayeFPRW
reduces the power consumption by an order of madsmit

What mostly affects power consumption is the lergjtthe
super-frame. In fact, with a longer super-framejesocan stay
asleep for a longer time. As the super-frame bescsneller,
the CH and CN duty cycles increases, so we nedlysbave
an increase in power consumption, as shown in %iglhe
energy consumption obtained in our simulationshsyever,
much lower than the estimated 168V without node duty

Fig. 4. MeanAU power consumption per time unit (1500 nodes geslLir
100 Aus; each node sends data everg)10

100 ]

90

80 q

70

60
—— End to End HIT ratio

50 —=— End to End MISS ratio
—a— Dropped Packets

Packets (%)

40 1

30

20

10

0 : . * * + +

15 13 11 9 7 5 3 1
Superframe Length (s)

Fig. 6. End-to-end deadline hit ratio, miss raditd dropped packetss.
varying super-frame length.



Mean Delay (s)
°
°
8
b
Mean Speed (m/s)

1 9 7 5 3 1

Superframe Length (s)

13 11 9 7 5 3 1

Superframe Length (s)
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cycles (with the assumptions explained before)alRin we
notice that the plot in Fig. 5 shows an asymptbggty lower
than 12mW. This is due to the RN, which always stays awake,
while all the other nodes reducing their power comgtion by
lowering their duty cycles. So, when the super-galength
increases greatly, the mean power consumption obde
inside an AU converges to the sum of the power wmpsion
of the RN plus the power consumption of the other #odes
in the sleep state, divided by the number of AUawd

B. QoSoffered by RTPAW [1]

To assess the QoS support offered by RTPAW thenseco
scenario used in the previous paragraph was addperd, the
packet generation period ranges from a minimum ©f 12]
seconds (with an overall network injection ratelb0 packets
per second) to a maximum of 1 second (with an d)lver%]
network injection rate of 1500 packets per seconih)e
payload of the CN data packet is a 4bytes integdich,
considering the overhead due to the 802.15.4 anBARVT
headers, results in a frame length for the CN gatzket of
15bytes. The final destination of every packehés $ink node.
The simulated time for this scenario was set tonfutes.

The graph in Fig. 6 summarizes the QoS performance
terms of end-to-end (e2e) speed hit ratio, mis# rand
dropped packets obtained by RTPAW. Here we highliigat
there is a speed hit every time a packet reaclsedinal
destination with a delivery speed greater or ecwoalthe
setpoint speed, and that end-to-end refers to dlte fpom the
source RN to the Sink node. In the opposite casmetis a [g)
speed missDropped packets are due to network congestion.
Referring to Fig. 6, the hit ratio always remairsyclose to
100% with almost any super-frame length, and dee®do
about 95% with a 1-second super-frame (with an allver
packet injection rate of 1500 packets per secoride
percentage of late and dropped packets are botigibég in
almost every simulation, and they increase equlbbout 3%
in the case of a 1-second super-frame.

The results in Fig. 7 and Fig. 8 represent the nekendelay
and the mean e2e packet delivery speed, respeagtivith a
varying super-frame length (and therefore with ayivay
network load). Both delay and speed values rembaimost
unchanged until a 3-seconds super-frame (correspgrid a
packet injection rate of 500 packets per secondgashed.
When the network load increases, QoS slightly warse
however both delay and speed values remain (camsidthe
setpoint speed set tdiys) satisfactory.

Fig.

will
the

[4]

(5]

(71

(9]

(10]

[11]
(12]

Performance
showed the good behaviour, in terms of both Qo at@and
energy consumption, of the RTPAW framework. Futwork

8. End-to-end mean packet delivery speedvasying supeiframe

length.

VI. CONCLUSIONS AND FUTURE WORK

results obtained through ns-2 simuiatio

address implementation on COTS ZigBee modudes
development of novel routing protocols for RWA
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