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Abstract

Network protocol designers have always been divided
between the adoption of centralized or distributed com-
munication architectures. Despite exhibiting negative as-
pects like the existence of a single point-of-failure in the
master as well as computational overhead and an in-
efficient handling of the asynchronous communications,
Master-Slave protocols have always found their space
mainly given their simplicity of operation and deployment
as well as good control over the communication medium.
Along the years, many protocols based in this paradigm
have been proposed, with many of them being still used to-
day. Some of the negative aspects traditionally exhibited
by these protocols have also been attenuated, e.g. with
master replication and master/multi-slave control, but the
handling of asynchronous requests is still a limitation con-
cerning the response time and overhead. In this paper,
we address the specific case of micro-segmented switched
Ethernet networks, where Master-Slave protocols are used
to control the load submitted to the switch and prevent
high queuing jitter and memory overflows. Particularly,
we propose a novel signaling mechanism that reduces the
asynchronous traffic response time and network overhead,
by exploiting the full duplex channels, and analyze the in-
tegration of this mechanism in the FTT-SE and Ethernet
Powerlink protocols.

1 Introduction

Ethernet became generalized as a communication pro-
tocol in many application domains, well beyond office au-
tomation, for which it was originally conceived. Particu-
larly, Ethernet is now a de facto standard in the industrial
automation domain, as well as in large embedded systems.
Reasons for this dissemination include its low cost, the
scalable and high bandwidth, mainly comparing to other
fieldbuses, the mature technology, the existence of device
drivers for many operating systems and the easy integra-
tion with Internet protocol stacks [5].

At the lower levels of automation systems on the plant
floor, the applications are commonly time constrained. To

cope with this requirement several Ethernet-based proto-
cols were proposed to fill the intrinsic gap associated to
the original medium access indeterminism of Ethernet,
e.g., EPL (ETHERNET Powerlink) [2], EthernetIP [3],
EtherCAT [1], PROFINET [4] and FTT-Ethernet (Flexi-
ble Timed Triggered ) [9].

The recent evolution to Switched Ethernet brought
multiple forwarding paths in a collision free domain,
which allows a less stringent control in the transmission
instants and guarding windows that were typically re-
quired with shared Ethernet. However, switches essen-
tially shifted the collision problem at the communication
medium to a congestion problem in the queues, which
still introduces some level of timing indeterminism asso-
ciated to the queuing policies and queue lengths, possibly
leading to blocking effects among traffic streams. Conse-
quently, achieving low communication jitter and latency
values still depends on the use of specific RT protocols
to enforce strict temporal transmission control, as it was
typical with shared Ethernet, assuring queuing free trans-
actions (e.g. EPL [2] and PROFINET [4]). For instance
in the case of EPL that temporal control is such that all
transactions are serialized, thus not even exploiting the
availability of multiple forwarding paths made available
by the Ethernet switches. Other protocols act upon the in-
put data flows [7] to bound the maximum queuing depths
and, consequently, the transmission jitter and latency, and
to prevent queue overflows.

Some of the real-time (RT) communication protocols
recently developed for switched Ethernet networks are
based on the Master-Slave paradigm (e.g. EPL, Ether-
CAT and FTT-Ethernet). The use of this paradigm re-
duces the traffic management requirements on the slaves,
reduces inconsistent communication scenarios and favors
predictability by preventing nodes from transmitting out
of time. However, it is also well known that this paradigm
is not very efficient in handling asynchronous communi-
cations, requiring special mechanisms for that purpose.
A common technique consists in having queues within
the nodes for the asynchronous traffic, possibly several
queues with different priorities, and having the master
polling those queues with rates adequate to the degree of



responsiveness required by the asynchronous traffic. That
poll mechanism encompasses two different phases. The
first one, called signalling phase, in which the master in-
quires the nodes about the existence of asynchronous traf-
fic ready to be transmitted, and a transmission phase, in
which the master polls the transmission of that traffic in
adequate instants in time. These two phases can either
be separate where the transmission phase comes as con-
sequence of the signalling phase, or merged in a periodic
poll mechanism that leads to unused bandwidth when no
messages are to reply the poll.

Notice that whether the two phases are jointly or sepa-
rately implemented, in both there is an intrinsic compro-
mise between responsiveness and overhead; a higher re-
sponsiveness requires polling at higher rates, but polling at
higher rates potentially implies an higher overhead band-
width. In this paper it is proposed exploring the full du-
plex features of common Ethernet switches to implement
a new signaling mechanism in Master-Slave Switched
Ethernet protocols, which does not suffer from the re-
ferred responsiveness versus overhead compromise and
may dramatically improve the QoS given to the asyn-
chronous traffic.

The mechanism herein described can be potentially ap-
plied to any master-slave protocol based on full-duplex
micro-segmented switched Ethernet infrastructures. For
illustration and performance assessment purposes the pa-
per describes how the mechanism can be adapted to the
EPL and FTT-SE [8] protocols. The remainder of the
paper is structured as follows: the next section describes
possible signaling mechanisms. Then the novel signaling
mechanism is presented. Afterwards the paper describes
how the signaling mechanism can be adapted to the FTT-
SE and EPL protocols. The following section presents
a response time analysis for the RT asynchronous traffic
within FTT-SE and an assessment of the throughput and
jitter enhancements brought by the new mechanism. Fi-
nally the conclusions close the paper.

2 Background

One of the key aspects that must be considered when
developing a hard-RT protocol over shared Ethernet net-
works is that collisions must be completely avoided, in
face of the non-deterministic collision resolution mecha-
nism employed by this standard. Therefore, all the mes-
sage transmission instants are rigorously controlled to
avoid collisions. Protocols such as EPL and FTT-Ethernet
enforce this behavior with a Master-Slave architecture,
centralizing all the communication control in the Master
node; slave nodes can only issue message transmission
after being explicitly polled by the Master. Despite the in-
trinsic absence of collisions, the Master-Slave paradigm is
still useful in micro-segmented switched Ethernet topolo-
gies to control the switch queuing and thus enforce time-
liness guarantees, particularly when very constrained val-
ues for jitter and end-to-end latency are required.

One negative aspect of the Master-Slave paradigm is
the overhead. This overhead comes in two forms, one due
to the need to transmit the master poll and another caused
by the time spent by the slaves decoding and preparing
the reply to the poll, which is normally called the turn-
around time. This interval of time, which mediates be-
tween the poll reception and the beginning of the reply
transmition, depends on the slave implementation technol-
ogy. For standard PC-based solutions and network inter-
face cards (NICs) can reach 200 µs, even using RT kernels
and stacks. Reducing this value to a few tens of micro-
seconds is possible with special hardware support.

The absence of transmission autonomy makes the
slaves fully master dependant, which turns out to be
a bottleneck when developing asynchronous messaging
schemes in Master-Slave protocols. Several techniques
have been developed to override this constraint:

• Using a periodic polling mechanism (e.g. FTT-
Ethernet), oriented to the individual asynchronous
streams in a blind way. The Master treats the asyn-
chronous messages (AM) like the synchronous (peri-
odic) ones, periodically scheduling them, with a pe-
riod equal to their minimum inter-transmission times
(Tmit), without knowing whether there are pending
requests for its transmission or not. The only dif-
ference concerning the periodic traffic is that for the
AMs the absence of an actual message transmission
after a Master poll does not mean an error but in-
stead signals the absence of pending asynchronous
requests. Deterministic time guarantees can also be
given for these messages but with a, normally, very
large degree of pessimism associated to the ineffi-
cient use of the bandwidth. The signaling latency,
i.e., the interval of time from the moment an asyn-
chronous message becomes ready in a node and that
information reaching the master, can grow up to two
times Tmit in the worst case.

• A bandwidth reclaiming mechanism can be applied
on top of the periodic polling mechanism above de-
scribed, as a feedback scheme to detect unanswered
polls, re-using that bandwidth and improving the av-
erage network throughput. Unanswered polls can be
either autonomously sensed by the master or explic-
itly reported by the respective slave with a short mes-
sage. The unused time can then be re-allocated with
a follow up polling message. Notice that this mech-
anism has no impact on the AM worst-case response
time, which happens when there are pending requests
in all Master pools, but may have a positive impact on
the average throughput since unused bandwidth may
be reallocated. This technique is easily deployed in
processor systems [6] to re-use the budget left free by
a task. However, this model is not always efficiently
transportable to the network level. An effective adap-
tation is proposed by Nolte in the Server-CAN pro-
tocol [10] (Master-Slave with cyclic scheduling win-



dows in CAN) that reclaims the bandwidth by antic-
ipating the next cycle. In this case the Master takes
advantage of the broadcast nature of the CAN net-
work to readily infer the state of the nodes asyn-
chronous queues. However, switched Ethernet net-
works support unicast and multicast traffic, and thus
this mechanism in not directly applicable, and a prac-
tical implementation would require an explicit ac-
knowledge mechanism, which would be much more
complex to manage and would consume bandwidth.

• An in-band backward signaling scheme is used,
e.g. EPL, where the backward information is piggy-
backed onto the synchronous traffic. This approach
has two main problems. On one hand, additional
bandwidth is used if the application does not require
the node to produce any synchronous message. In
that case, a synchronous message must be added just
to implement the backward channel. On the other
hand, the responsiveness to asynchronous requests
dependends on the polling rate of the backward chan-
nel. This may also result in overhead since it may be
necessary to poll synchronous message more often
than necessary just to allow the polling of the asyn-
chronous queues at rate compatible with the desired
asynchronous traffic responsiveness.

• A backward signaling mechanism allowing the
slaves to periodically report to the master the cur-
rent status of their asynchronous queues. The mas-
ter, then, only polls the asynchronous traffic when
it is ready in the node queues. Provided that such
backward channel is available and does not consume
extra bandwidth, e.g. using out-of-band communi-
cation, this solution is optimal with respect to band-
width utilization since all the polls correspond to an
asynchronous request and no bandwidth is consumed
by the signaling procedure .

In this paper we propose a signaling mechanism similar
to the backward signaling mechanism above listed, i.e.,
using a backward channel that is, essentially, out-of-band
with respect to the regular messages, exploiting the full
duplex features of current Ethernet switches.

3 Out-of-band signaling scheme

In Master-Slave protocols, the traffic is scheduled and
controlled by means of a Master poll message. This to-
ken may be associated with a single slave message trans-
mission or may delimit a transmission window for mul-
tiple slave messages (Master/Multi-slave). In any case
the slave nodes are synchronized by the poll message re-
ception and, therefore, it is of utmost importance trans-
mitting this message with no interference. This behavior
is typically achieved by reserving transmission windows
wide enough to ensure that all the traffic related with a
transaction is completely dispatched by the switch before

Figure 1. Token

the beginning of the subsequent transaction. In practice,
this window includes the polling message and the reply
transmission time, the turn-around time necessary for the
slaves to decode and prepare the reply and guarding win-
dows to compensate the jitter inherent to each one of these
operations.

In a full-duplex switch, the Master download link is not
included in the token switching path, i.e messages trans-
mitted in unicast to the Master do not interfere with the
actual token message transmission (see Fig. 1). There-
fore, the slave nodes may safely report to the Master node
the internal state of its asynchronous queues during the
guarding window and the turn-around window. Provided
that these messages end their transmission before the end
of the turn-around window there is no impact on the reg-
ular protocol messages and the slaves turn-around time is
also not affected, since the report messages are submitted
to the NIC during the transmission of the poll message by
the Master. Figure 1 shows one situation in which two
nodes send their status messages (A and B) to the Mas-
ter. Both messages are completely received within the
time gap defined by the poll message transmission plus the
turn-around windows, thus not interfering with the normal
protocol operation.

Thus, our proposal relies on this transmission scheme
to handle the backwards signaling information containing
the asynchronous queuing status in the Slaves. It can be
applied to any Master-Slave full-duplex Switched Ether-
net protocol, as long as the Slaves are able to synchro-
nize with the transmission instant of the following Master
polls.

The following Sections describe the inclusion of this
signaling mechanism in two distinct protocols, FTT-SE
and EPL, which have different ways to handle the asyn-
chronous traffic.

4 Implementation on FTT-SE

FTT-SE [9] is a RT protocol that exploits the advan-
tages brought by the Ethernet micro-segmentation. Such
advantages include a throughput enhancement by taking



Figure 2. FTT-SE signaling proposal

advantage of the multiple forwarding paths and the full-
duplex links, as well as the timing relaxation in the slaves
by taking advantage of the collision free domain. In
this protocol the Master poll message, known as Trig-
ger Message (TM) is periodically transmitted, polling the
Slaves to transmit messages in two consecutive and dis-
joint time windows, designated synchronous and asyn-
chronous windows. The synchronous window is asso-
ciated with the transmission of the synchronous (peri-
odic) traffic, which is centrally scheduled by the Master
node. The asynchronous traffic (sporadic) is transmitted
in the asynchronous window. Associated with each spo-
radic message there is a minimum inter-transmission time
(Tmit) that, when associated with the message size, de-
fines the maximum bandwidth consumed by the respective
message stream. The FTT-SE protocol, uses the Tmit to
periodically poll the asynchronous messages as if the mes-
sages had a periodic activation. However, contrarily to
what happens with the periodic traffic, the poll of a spo-
radic message may or may not result in an actual trans-
mission, depending on the existence or not of pending re-
quests. Therefore, this polling mechanism consumes all
the bandwidth allocated to a given sporadic message in-
dependently of the actual transmission request rate.

In the FTT-SE protocol the system granularity is stated
by the Elementary Cycle (EC) which is headed by the
TM transmission and followed by the turn-around win-
dow, Synchronous window and Asynchronous window.
Figure 2 sketches the EC structure with an example of the
signaling scheme herein proposed.

As described in Section 3, the signaling channel uses
the reverse path taken by the periodic Master message,
avoiding interfering with the normal protocol operation.
Therefore, the slaves are required to synchronize them-
selves with the Master before being able to report its sta-
tus.

Each signaling message include information regarding
the asynchronous queues status of the associated node and
shall not use more than the minimum payload required for
an Ethernet frame. The idea is to transmit one signaling
message per node in each EC. This option limits the num-

ber of nodes in the system to the ability of fitting all the
messages below the TM size and the turn-around time.

The turn-around time plays a significant role in this
scheme. In FTT-SE this parameter is configurable and
must be properly tuned according to the node’s perfor-
mance. Typically must be set to a value no lower than the
worst-case turn-around time among all the nodes present
in the system.

The following equation allows computing the maxi-
mum number of nodes (MaxN ) with respect to a system
s with a given turn-around time, Tr:

MaxN(s) =
Tr(s) + TM size(s)

SIG size(s)

where TM size(s) stands for the trigger message trans-
mission time and SIG size(s) for the signaling message
transmission time. Assuming a Fast Ethernet network
(100 Mbps), TM size(s) equals 24µs and SIG size(s)
takes the minimum Ethernet frame transmission time,
which is 6.72µs. Assuming also that the system nodes
are based on standard PCs architectures and use a RT ker-
nel and stack, yielding a typical turn-around time (Tr) of
200µs, the maximum number of nodes (MaxN ) is 33.
Notice that for applications requiring more nodes or ex-
hibiting lower turn-around times (specialized hardware)
two approaches can be used to avoid this scalability con-
straint. One is to reduce the rate at which nodes issue
the signaling messages. This approach implies a nega-
tive impact on the signaling latency but permits support-
ing an arbitrary number of nodes. Other possible approach
is to extend the Master downloading window beyond the
turn-around time using the synchronous window for the
purpose. This would require the proper adjustment of the
synchronous messages scheduler to include this extra traf-
fic in the Master downlink but has the advantage of poten-
tially not affecting the Slaves application since typically
regular application messages are not directed to the Mas-
ter.

5 Implementation on EPL

The Ethernet Powerlink protocol [2] is a Master-Slave
protocol that supports both the shared and the switched
Ethernet media. This protocol aims at real-time jitter-
sensitive applications and enforces strict time restrictions.

Similarly to the FTT-SE protocol, the EPL protocol
employs a bi-phase cyclic communication structure, with
the time divided in Elementary Cycles (EC) and the ECs
comprising an isochronous and an asynchronous phase.
Heading the EC, a Start of Cycle poll message (SoC) indi-
cates the beginning of the isochronous phase. Thereafter,
for each message (Pres) polled in the isochronous phase, a
Master poll is transmitted (Preq). Each individual polling
is issued in a specific time slot within the isochronous
phase to reduce the message jitter. The number and size of
the slots is parametrized offline. The asynchronous phase



Figure 3. EPL signaling proposal

starts with a Master message (SoA) polling a single asyn-
chronous message in each EC.

The asynchronous traffic is totally managed in the
Managing Node (MN) after explicit transmission requests
by the Controlled Nodes (CN). The request for transmis-
sion can be either sent piggybacked in the synchronous
messages or when explicitly requested by the MN, us-
ing in this latter case a specific asynchronous message for
the purpose. The asynchronous requests include also the
requested message priority. The MN keeps track of all
pending requests, including their owns, and in the asyn-
chronous phase of each EC schedules the highest priority
one for transmission, as explained above.

Besides the explicit AM status requests, the EPL pro-
tocol also considers the polling of the nodes identification
to verify the network status and take the necessary proce-
dures on connectivity events.

The out-of-band signaling mechanism described in
Section 3 may also be used in EPL both to reduce the sig-
naling latency and minimize the protocol overhead due to
the explicit polling for the asynchronous status and nodes
connectivity or due to the over-scheduling of isochronous
messages for faster signaling purposes. Figure 3 sketches
an EPL elementary cycle including the signaling scheme.
Like in the FTT-SE approach, the Slaves are synchronized
with all the Master polls so that the signaling messages
can be unicasted to the Master.

6 Comparative analysis

The Tmit parameter sets the maximum transmission
rate that a given AM may have and, in conjunction with
the message length, bounds the message maximum band-
width utilization (C/Tmit). However, frequently the spo-
radic messages have average activation rates significantly
lower than the maximum one. With the backward sig-
naling scheme the network bandwidth resulting from the
missed activations can be reclaimed. The RT traffic is
typically admitted against the worst-case scenario, and
thus reclaimed extra bandwidth does not result in bet-
ter schedulability levels for the RT assynchronous traffic.
However, the reclaimed bandwidth allows for reducing the

Figure 4. FTT-SE activations response time

average response time of those AMs, since the activations
absent anticipates the pools for the lower priority traffic.
Furthermore, the reclaimed bandwidth may also be used
by the background non-RT traffic, which can see its aver-
age throughput significantly improved.

Besides the average gains in bandwidth and response
time, the backward signaling scheme may also have a
positive impact on the runtime schedulability of the asyn-
chronous RT messages due to a potentially prompter ac-
quisition of the nodes state by the Master node. Let us
define the activation delay (N act) as the time that goes
between the AM deployment in a Slave queue and its in-
clusion in the Master scheduler. The activation delay is
part of the AM response time (AM Rt), which can be
computed as follows:

AM Rt = N act + Jsch + C

where C stands for the AM size and Jsch for the schedul-
ing jitter which varies with the scheduling algorithm and
the applied load. Therefore, taking two similar scenar-
ios differing only in the applied signaling mechanism and
maintaining the same scheduler and load, it is possible to
evaluate the impact on the AM Rt due the N act varia-
tion.

Taking the FTT-SE implementation case study, Fig. 4
sketches a timeline with the worst case situation for the
activation delay (N act) in two scenarios. In (a) it is
used a pure polling mechanism where the master period-
ically schedules the AM in a blind way, while in (b) it is
represented the backward signaling mechanism operation.
In both scenarios the asynchronous message is registered
with a minimum inter-transmission time of 3 ECs.

When activations are periodically triggered (a),
the Slave may ultimately have an AM transmis-
sion request right after the last poll, leading to an
N act = Tmit−∆ = 3 ∗ LEC −∆, where ∆ is an in-
finitesimal and LEC in the EC length. In this scenario
the activation delay N act varies linearly with message’s
Tmit. However, when the backward signaling scheme is
applied (b), once an AM transmission in requested it pro-
duces a signal that is transported in the following EC and
is then included in the Master scheduler. The worst-case
delay is, in this case, independent on the message’s Tmit



and fixed to N act = 2 ∗ LEC − ∆. The message acti-
vation signal takes at worst case 1 EC to reach the Mas-
ter. After reaching the Master the request is eligible by
the scheduler and the schedule result is dispatched on the
following EC.

The best case activation delay happens in (a) when the
message is queued right before its poll (N act = ∆), and
in (b), when it is queued before the signaling message
(N act = 1 ∗ LEC + ∆). Assuming that the messages
are asynchronous and randomly triggered by the applica-
tion we may preview a uniform distribution in the queuing
events, leading to an average delay between the best and
the worst cases.

Table 1. Generalized activation delays
scenario Worst Case Best Case Average

(a) Tmit 0 Tmit/2
(b) 2 ∗ LEC 1 ∗ LEC 1.5 ∗ LEC

Table 1 outlines the activation delays for the two de-
picted scenarios and for the average case. In the assumed
average condition, we may see that the proposed signal-
ing scheme (b) induces a better asynchronous responsive-
ness for discrete values of Tmit greater than 2 ECs. It
is thus obvious the benefits for messages registered with
long inter-transmission times.

7 Conclusions

The advent of switched Ethernet has opened new per-
spectives for real-time communications over Ethernet.
However, a few problems subsist related with queue
management policies, queue overflows and limited prior-
ity support. To overcome such difficulties several real-
time protocols were proposed. Some of these are based
in the Master-Slave paradigm, which, despite exhibiting
many interesting properties like simplicity of operation
and deployment and good control over the communica-
tion medium, is also known by its inefficient handling
of the asynchronous traffic. This paper presents a novel
signaling mechanism, suitable for master-slave protocols
based on full-duplex micro-segmented switched Ethernet
networks. It allows the slave nodes to periodically inform
the Master about their status in particular time instants
during which the communication path between the Slaves
and the Master is idle, thus without interfering with the
normal protocol operation. The inclusion of this signal-
ing mechanism brings important advantages both in terms
of the asynchronous messages responsiveness and proto-
col overhead. The paper illustrates how the mechanism
can be applied to the FTT-SE and EPL RT protocols and
shows the potential gains in terms of responsiveness and
overhead reduction. The signaling of the AMs status is the
most direct use for the permanent backward channel, how-
ever, as future work it is planned extending the use of this
channel for other protocol operations like configuration
during setup phase, supporting e.g. plug&play protocol.
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