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1.    Luis Report 

This was a short session with one paper dedicated 
to response-time analysis issues. The paper, entitled 
Message response time analysis for ideal controller area 
network (CAN) refuted was presented by R. Bril and co-
authored by J. Lukkien, both from TU Eindhoven and R. 
Davis and A. Burns from the University of York. The 
paper basically shows that the well known analysis to 
deduce the worst-case response time of messages in 
CAN, initially presented by Ken Tindell in 1994, is 
optimistic in some cases. In fact, for such cases, the 
worst-case response time of a message does not occur 
when it is released synchronously with all higher priority 
ones. The cause seems to be the blocking that a previous 
instance of a given message can cause to higher priority 
messages leading to higher interference on the next 
instance of the same message. Curiously, this effect is 
known for many years in the context of non-preemptive 
task scheduling and appropriate analysis was proposed, 
which is based on the fact that the worst-case response 
time still occurs in the synchronous busy interval. 
 
Thus, because of the large impact that Tindell’s work 
had on the real-time analysis developed for CAN in the 
past 12 years, this paper was awaited with some anxiety. 
A lively discussion took place after the presentation 
trying to understand the problem, its probability of 
occurrence and conditions that can lead to its occurrence. 
It was acknowledged that the situation indicated is 
relatively rare, which is also confirmed by the time that 
it took to find it. Also, it was acknowledged that such 
situation is not necessarily associated with very high 
utilization levels. The discussion ended considering 
whether Tindell’s analysis could be adapted, with some 
non-optimal parameter, e.g. extra blocking or release 
jitter, to cope with the found situation but, as R. Bril 
indicated, it does not seem likely. 

   .   

2.  Björn Report 

The paper claims that the schedulability analysis 
published (by Ken Tindell) on the CAN bus is not a 
sufficient schedulability test. None of the workshop 
participants disagreed on that. Figure 1 in the paper 
shows that the highest priority task τ1 can cause more 
than C1 interference on task τ3. A question was brought 
whether it is only the highest priority task that causes 
more interference than the previously published CAN 
analysis expresses and the author gave the answer that 
there are task sets where the two highest priority tasks 
cause more interference than the previously proposed 
analysis. It was discussed if the previous analysis is 
correct for certain restricted task sets; in particular one of 
the workshop participants asked if the CAN analysis is 
incorrect for low utilization; say less than 50%. For the 
system model used in the paper; the workshop did not 
give an answer. For systems with non-zero jitter, the 
author claimed that there are task sets with a utilization 
close to 0% where the CAN analysis (by Ken Tindell) is 
not sufficient. It was discussed whether this analysis 
carry over to another scheduling problems that are non-
preemptive-like, for example PCP. No clear answer was 
given by the author or the workshop attendees but the 
general intuition of the workshop attendees was that the 
analysis of PCP remains valid. 
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Abstract

This paper revisits basic message response time analy-
sis of controller area network (CAN). We show that exist-
ing message response time analysis, as presented in [17], is
optimistic. Assuming discrete scheduling, the problem can
be resolved by applying worst-case response time analysis
for fixed-priority non-preemptive scheduling (FPNS) as de-
scribed in [6].

1 Introduction

Controller Area Network (CAN) is a serial, broadcast,
bus for sending and receiving short real-time control mes-
sages, consisting of between 0 and 8 bytes, and has been
designed to operate at speeds of up to 1 Mbit/sec. CAN
was originally developed for the automotive industry [1, 7].
Currently, it is not only a widely used vehicular network,
with more than 100 million CAN nodes sold in 2000 [10],
but it is also used in numerous industrial applications.

Analysis of worst-case message response times for CAN
has been pioneered in [17], based on the observation that
scheduling messages on a CAN bus is analogous to schedul-
ing tasks by fixed priorities. Because CAN messages
are non-preemptive, the existing worst-case response time
analysis for fixed-priority preemptive scheduling (FPPS)
has been updated to take account of tasks being non-
preemptive, i.e. resulting in worst-case response time anal-
ysis for fixed-priority non-preemptive scheduling (FPNS).
The result has subsequently been applied to CAN. The anal-
ysis is well-known and has been used widely in the aca-
demic literature and in industrial practice. The analysis pre-
sented in [15, 16] is similar to the analysis of [17].

In this paper, we show that worst-case response time
analysis for FPNS with arbitrary phasing and deadlines
within periods, as presented in [17], is optimistic. As a re-
sult, the worst-case message response time analysis for ideal
CAN is also optimistic. The response time of a message can

therefore be larger than the worst-case message response
time as determined by the analysis presented in [17], and an
unschedulable set of messages can therefore incorrectly be
considered schedulable. Assuming discrete scheduling, the
problem can be resolved by applying worst-case response
time analysis for FPNS as described in [6].

This paper is organized as follows. Section 2 briefly de-
scribes a real-time scheduling model for FPNS. Response
time analysis for FPNS is recapitulated in Section 3. In Sec-
tion 4, we present two examples that refute the analysis in
[17]. Whereas the first example is primarily meant for illus-
tration purposes, the second example is based on realistic
worst-case transmission times for CAN. Section 5 recapitu-
lates the worst-case response time analysis for FPNS under
discrete scheduling as described in [6], and presents the re-
sults of that analysis for the examples of Section 4. The
paper is concluded in Section 6.

2 Real-time scheduling models

This section describes a basic scheduling model for
FPPS and a refined model for FPNS. Most of the definitions
and assumptions of these models originate from [12].

2.1 Basic model for FPPS

We assume a single processor and a set T of n periodi-
cally released, independent tasks τ1,τ2, . . . ,τn. At any mo-
ment in time, the processor is used to execute the highest
priority task that has work pending.

Each task τi is characterized by a (release) period Ti ∈
R

+, a computation time Ci ∈ R
+, a (relative) deadline Di ∈

R
+, where Ci ≤ min(Di,Ti), and a phasing ϕi ∈ R. An acti-

vation (or release) time is a time at which a task τi becomes
ready for execution. A release of a task is also termed a job.
The job of task τi with release time ϕi serves as a reference
activation, and is referred to as job zero. The release of job
k of τi therefore takes place at time aik = ϕi + kTi, k ∈ Z.
The deadline of job k of τi takes place at time dik = aik +Di.
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The set of phasings ϕi is termed the phasing ϕ of the task set
T . We assume that we do not have control over the phas-
ing ϕ, for instance since the tasks are released by external
events, so we assume that any arbitrary phasing may occur.
This assumption is common in real-time scheduling litera-
ture [8, 9, 12].

The response interval of job k of τi is defined as the time
span between the activation time of that job and its com-
pletion time cik, i.e. [aik,cik). The response time rik of job
k of τi is defined as the length of its response interval, i.e.
rik = cik −aik. The worst-case response time WRi of a task
τi is the largest response time of any of its jobs, i.e.

WRi = sup
ϕ,k

rik. (1)

A critical instant of a task is defined as an (hypothetical)
instant that leads to the worst-case response time for that
task.

As well as arbitrary phasing, we also assume other stan-
dard basic assumptions [12], i.e. tasks are ready to run at the
start of each period and do not suspend themselves, tasks
will be preempted instantaneously when a higher priority
task becomes ready to run, a job of a task does not start
before its previous job is completed, and the overhead of
context switching and task scheduling is ignored. Finally,
we assume that the deadlines are hard, i.e. each job of a
task must be completed before its deadline. Hence, a set T
of n periodic tasks can be scheduled if and only if

WRi ≤ Di (2)

for all i = 1, . . . ,n.
For notational convenience, we assume that the tasks are

given in order of decreasing priority, i.e. task τ 1 has the
highest priority and task τn has the lowest priority.

2.2 Refined model for FPNS

For FPNS, we need to refine our basic model of Section
2.1. Unlike FPPS, tasks are no longer instantaneously pre-
empted when a higher priority task becomes ready to run,
but are allowed to complete their execution. As a result, the
processor need not execute the highest priority task that has
work pending at a particular moment in time.

3 Recapitulation of existing analysis

In this section, we recapitulate worst-case response time
analysis for FPPS and worst-case message response time
analysis for ideal CAN. The latter is based on worst-case
response time analysis for FPNS. Because we discuss re-
sponse times under both FPPS and FPNS, we will use sub-
scripts P and N to denote FPPS and FPNS, respectively.

3.1 Worst-case response time analysis for FPPS

To determine worst-case response times under arbitrary
phasing, it suffices to consider only critical instants. For
FPPS, critical instants are given by time points at which all
tasks have a simultaneous release [12].

From this notion of critical instants, Joseph and Pandya
[8] derived that for deadlines within periods (i.e. Di ≤ Ti)
the worst-case response time WRP

i of a task τi is given by
the smallest x ∈ R

+ that satisfies

x = Ci + ∑
j<i

⌈
x
Tj

⌉
Cj. (3)

To calculate worst-case response times, we can use an iter-
ative procedure based on recurrence relationships [2]. The
procedure starts with a lower bound.

wr(0)
i = ∑

j≤i
Cj

wr(k+1)
i = Ci + ∑

j<i

⌈
wr(k)

i

Tj

⌉
Cj

The procedure is stopped when the same value is found for
two successive iterations of k or when the deadline Di is ex-
ceeded. In the former case, it yields the smallest solution of
the recursive equation, i.e. the worst-case response time of
τi. In the latter case the task is not schedulable. Termina-
tion of the procedure is ensured by the fact that the sequence

wr(k)
i is bounded (from below by Ci, and from above by Di)

and non-decreasing, and that different values for successive
iterations differ by at least min j<iCj.

The interested reader is referred to [9, 11, 14] for tech-
niques to derive worst-case response times for tasks with
arbitrary deadlines. The main difference with deadlines
within periods is that for arbitrary deadlines the worst-case
response time of a task is not necessarily assumed for the
first job that is released at the critical instant.

3.2 Message response time analysis for CAN

In this section, we recapitulate basic message response
time analysis for ideal CAN. To this end, we first present
the update of [8] given in [17] to take account of tasks be-
ing non-preemptive. Next, we recapitulate how the updated
analysis can be applied to CAN as described in [17]. The
analysis assumes deadlines within periods (i.e. Di ≤ Ti).

The non-preemptive nature of tasks may cause blocking
of a task by at most one lower priority task. The maximum
blocking Bi of task τi by a lower priority task is equal to
the longest computation time of a task with a priority lower
than task τi, i.e.

Bi = max
j>i

Cj. (4)
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Figure 1. Timeline for T1 under FPNS with a simultaneous release at time zero. The numbers at the top
right corner of the boxes denote the response times of the respective releases. Note that response
time is counted from the moment of release up to the corresponding completion.

The worst-case response time W̃R
N
i is given by

W̃R
N
i = wi +Ci, (5)

where wi is the smallest x ∈ R
+ that satisfies

x = Bi + ∑
j<i

⌈
x+ τres

Tj

⌉
Cj. (6)

In this latter equation, τres is the resolution with which time
is measured. To calculate wi, an iterative procedure based
on recurrence relationships can be used. An appropriate ini-

tial value for this procedure is w(0)
i = Bi + ∑ j<iCj.

Because scheduling messages on a CAN bus is analo-
gous to scheduling tasks by fixed priorities, the analysis for
FPNS, like the analysis given above, can be used to de-
termine the worst-case message response time for CAN.
A message µi has a period Ti, a worst-case transmission
time Ci, and a (relative) deadline Di. On a CAN bus, one
deals with time units as multiples of the bit-time, which
is denoted as τbit , i.e. τres = τbit in Equation (6). With a
1Mbit/sec bus, τbit is equal to 1µs. In this paper, we express
the message characteristics Ti, Ci and Di as multiples of τbit .
Based on Version 2.0 A, standard format [1], we use for Ci

Ci = 47+ 8bi +
⌊

34+ 8bi−1
4

⌋
= 55+ 10bi (7)

where bi is the number of data bytes in the message (i.e.
bi ∈ {0,1, . . . ,8}), 47 is the number of control bits in a CAN
frame, and 34 is the number of control bits that are subject
to bit-stuffing. Bit-stuffing is required, because six consec-
utive bits of the same polarity (i.e. 111111 or 000000) are
used for error signaling in CAN. A bit of opposite polarity
is therefore inserted after five consecutive bits of the same
polarity, giving rise to the floor-function and the numbers 1
and 4 in the equation.

The worst-case message response time can now be de-
rived using Equations (4), (5), and (6). In the next section,
we will show that analysis based on these equations can be
optimistic.

4 Counterexamples

In this section, we give two examples that refute the ex-
isting analysis in [17]. Whereas the first example is primar-
ily meant for illustration purposes, the second example is
based on realistic worst-case transmission times for CAN.

4.1 Analysis for FPNS is optimistic

The task characteristics of our first counterexample are
given in Table 1. The table includes the worst-case response
times of the example as determined by means of [17] and
[6]. Note that the (processor) utilization factor U of the

task T = D C W̃R
N

([17]) WRN ([6])
τ1 5 2 4.9 4.8
τ2 7 1.2 6.1 6.0
τ3 7 2.9 6.1 6.3

Table 1. Task characteristics of T1 and worst-
case response times under FPNS.

task set T1 is given by U = 2
5 + 1.2

7 + 2.9
7 ≈ 0.986.

We will now show that the worst-case response time of
task τ3 as determined by Equations (4), (5) and (6) is opti-
mistic.

Based on Equations (6) and (4), and using τ res = 0.1, we
derive

w(0)
3 = B3 +C1 +C2 = 0+ 2.0+ 1.2 = 3.2

w(1)
3 = B3 + ∑

j<3

⌈
w(0)

3 + τres

Tj

⌉
Cj

= 0+
⌈

3.2+ 0.1
5

⌉
·2.0+

⌈
3.2+ 0.1

7.0

⌉
·1.2

= 3.2,

and we find w3 = 3.2. Using Equation (5), we now get

W̃R3
N

= 3.2 + 2.9 = 6.1. Similarly, we find W̃R1
N

= 4.9

and W̃R2
N

= 6.1.
Figure 1 shows a timeline with the executions of the three

tasks of T1 in an interval of length 35, i.e. equal to the hy-

Proceedings RTN'06 15 Dresden, July 4, 2006



0 100 50050 250 600

message µ1

message µ2

time

139

279 299
message µ3

204

350 400

message µ4
55

150 86

140

150 200 300 450 550

Figure 2. Timeline for M2 with a transmission at time 0 for µ1, µ2, and µ3, and at time -1 for µ4.

perperiod H of the tasks, which is equal to the least com-
mon multiple (lcm) of the periods. The schedule in [0,35)
is repeated in the intervals [hH,(h + 1)H) with h ∈ Z, i.e.
the schedule is periodic with period H. As illustrated in

Figure 1, the derived value for W̃R3
N

corresponds to the re-
sponse time of the 1st job of task τ3 upon a simultaneous
release with tasks τ1 and τ2. However, the response time of
the 3rd job of task τ3 is equal to 6.3 in that figure, illustrating
that the existing analysis is optimistic.

4.2 Existing analysis for CAN is optimistic

Table 2 presents message characteristics of a message set
M2 with realistic worst-case transmission times for CAN,
including the worst-case message response times for ideal
CAN. Messages µ1 to µ4 contain 3, 1, 2, and 0 data bytes,
respectively; see also Equation (7). Note that M2 has a

message T = D C W̃R
N

([17]) WRN ([6])
µ1 214 85 160 159
µ2 289 65 225 224
µ3 290 75 280 299
µ4 3000 55 590 590

Table 2. Message characteristics (as multi-
ples of τbit ) of M2 and worst-case message
response times for ideal CAN.

utilization U = 85
214 + 65

289 + 75
290 + 55

3000 ≈ 0.90.
We will now show that the worst-case response time of

message µ3 as determined by Equations (4), (5) and (6) is
also optimistic.

Based on Equations (6) and (4), and using τ res = τbit = 1,
we derive

w(0)
3 = B3 +C1 +C2 = 55+ 85+ 65 = 205

w(1)
3 = B3 + ∑

j<3

⌈
w(0)

3 + τbit

Tj

⌉
Cj

= 55+
⌈

205+ 1
214

⌉
·85+

⌈
205+ 1

289

⌉
·65

= 205,

and we find w3 = 205. Using Equation (5), we now get

W̃R3
N

= 205 + 75 = 280. Similarly, we find W̃R1
N

= 160,

W̃R2
N

= 225, and W̃R4
N

= 590. Hence, according to the
existing analysis the set of messages is schedulable on a
CAN bus.

Figure 2 shows a timeline with a transmission at time
t = 0 for messages µ1, µ2, and µ3, and at time t = −1 for
message µ4. As illustrated in Figure 2, the 2nd transmission
of message µ3 has a response time of 299. This value is

not only larger than the derived value for W̃R3
N

= 280, but
also larger than the deadline D3 = 290. Hence, although
the set of messages is deemed schedulable according to the
existing analysis, it is actually unschedulable. The existing
analysis is therefore also optimistic for the example given
in Table 2.

4.3 Cause of optimism in existing analysis

Above, we have shown that even when deadlines are
within periods, we cannot restrict ourselves to the response
time of a single job of a task when determining the worst-
case response time of that task under FPNS. The reason for
this is that a job of task τi can defer the execution of higher
priority tasks, which can potentially give rise to higher in-
terference for subsequent jobs of task τ i. This is illustrated
in Figure 1, amongst others. The 1st job of task τ3 expe-
riences an interference of 3.2, corresponding to the sum of
the computation times of tasks τ1 and τ2. The 3rd job of
τ3 experiences an additional interference of 0.2 because the
3rd job of τ1 is deferred by the 2nd job of τ3.

We observe that the origin of the problem is basically
the same as described in [4] for the problem with exist-
ing analysis for worst-case response times for fixed-priority
scheduling with deferred preemption (FPDS) with arbitrary
phasing and deadlines within periods. A similar issue with
work on preemption thresholds [18] was first identified and
corrected by Regehr [13] in 2002.

5 CAN analysis based on discrete scheduling

In [6], worst-case response time analysis is presented
for FPNS with arbitrary deadlines, arbitrary phasing, and
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Figure 3. Timeline for T1 under FPNS with a release at time 0 for τ1 and τ2, and at time -0.1 for τ3.

discrete (rather than continuous) scheduling [3]. For dis-
crete scheduling, all task parameters are restricted to inte-
gers, and tasks are scheduled at integer times. Assuming
discrete scheduling for CAN, the problem with the existing
analysis can be resolved by applying the analysis for FPNS
as described in [6]. In this section, we first recapitulate the
analysis from [6]. Next, we present the results of applying
the analysis to the counterexamples given in Section 4. We
conclude this section with a remark about the differences
between the values for W̃R

N
and WRN.

5.1 Analysis for FPNS for discrete scheduling

To recapitulate the worst-case response time analysis as
presented for FPNS in [6], Lemma 6 and Theorem 15 of
that report are given below, with minor modifications to
match our terminology and scheduling model. The lemma
describes a critical instant for task τi.

Lemma 1 The worst-case response time of τi is found in
a level-i busy period by releasing all tasks τ j with j ≤ i
simultaneously at time t = 0, and by releasing the longest
task τk with k > i, if any, at time t = −1.

Theorem 1 Given a task set T consisting of n tasks τ1, . . . ,
τn, the worst-case response time of any task τi is given by

WRN
i = max

q=0,...,Q
{wi,q +Ci −qTi}, (8)

where

wi,q = qCi + ∑
j<i

(
1+

⌊
wi,q

Tj

⌋)
Cj + max

k>i
{Ck −1}, (9)

and Q =
⌊

Li
Ti

⌋
, where Li is the length of the longest level-i

busy period in non-preemptive context, which is given by the
smallest positive integer l satisfying the following equation

l = max
j>i

{Cj −1}+∑
j≤i

⌈
l
Tj

⌉
Cj. (10)

We observe that equation Q =
⌊

Li
Ti

⌋
in Theorem 1 yields

a value that is one too large when the length Li of the
longest level-i busy period is an integer multiple of the pe-
riod Ti. This can be easily resolved by using the equation

Q =
⌈

Li
Ti

⌉
−1 instead. Although the existing equation does

not give rise to problems, i.e. Equation (9) is just evaluated
one extra, we prefer this more efficient formulation.

5.2 Counterexamples revisited

The worst-case response times WRN of the tasks of T1

as determined by the analysis of [6] are also included in Ta-
ble 1. In order to make the analysis applicable, we first mul-
tiplied all task parameters with 10, subsequently performed
the analysis, and finally divided the resulting worst-case re-
sponse times by 10. Based on Lemma 1, we conclude that
the worst-case response times of tasks τ1 and τ2 are illus-
trated in Figure 3, and of task τ3 in Figure 1.

Similarly, Table 2 includes the worst-case message re-
sponse times WRN of the messages of M2. Based on
Lemma 1, we conclude that the worst-case message re-
sponse time WRN

3 of message µ3 is illustrated in Figure 2.

5.3 Concluding remarks

Considering Tables 1 and 2, it is remarkable that the val-

ues for W̃R
N

and WRN are different for all but the lowest
priority message µ4. The optimism in W̃R

N
3 for task τ3 in Ta-

ble 1 and message µ3 in Table 2 has already been explained
in Section 4.3. This section deals with the differences in the
other values.

We observe that the characteristics of the tasks and mes-
sages of both our counterexamples are integral multiples of
a value δ ≥ τres. As a consequence, reducing τres to an ar-
bitrary small positive value does not change the values for

W̃R
N

in either Table 1 or Table 2. Moreover, using τ res and a
ceiling function in Equation (6) therefore also has the same
effect for our counterexamples as using a floor function and
an addition term +1 in Equation (9). Hence, the differences
are not caused by the usage of τres. Instead, the cause of
the differences is found in the values used for the maximum
blocking, i.e. Equation (9) includes an additional term −1

when compared to Equation (4). Note that W̃R
N
4 = WRN

4 in
Table 2 because the maximum blocking is, in both cases,
equal to zero for the lowest priority message.
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6 Conclusion

In this document, we revisited basic worst-case message
response times for ideal controller area network (CAN). We
showed by means of two examples with a high load (i.e. of
≈ 99% and ≈ 90%) that the analysis as presented in [17] is
optimistic. Assuming discrete scheduling, the problem can
be resolved by applying the analysis for FPNS presented in
[6].

We are currently investigating how the optimism scales,
i.e. whether or not the existing analysis can result in opti-
mistic results for any task (or message) given an arbitrary
number of tasks (or messages). We are also investigating
whether or not optimistic results can occur for task(or mes-
sage) sets with low utilization. Worst-case response time
analysis under FPNS for continuous scheduling is a topic of
future work.
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