
Markov Chain-based Performance Evaluation of FlexRay Dynamic Segment

Jimmy Jessen Nielsen Hans-Peter Schwefel
Aalborg University, Department of Electronic Systems

Fredrik Bajers Vej 7, DK-9220, Aalborg
{jjni03, hps}@kom.aau.dk

Amen Hamdan
BMW Car IT GmbH

Petuelring 116, D-80809, München
Amen.Hamdan@bmw-carit.de

Abstract

With the launch of the new BMW X5, the FlexRay proto-
col for in-car communication has found its way to series-
produced vehicles. The FlexRay protocol supports both
deterministic and non-deterministic transmission of data
frames. FlexRay data frames that are being transmitted in
the non-deterministic dynamic segment might become dis-
placed under adverse circumstances. In the design of a
FlexRay network it is important to have sound understand-
ing of any implications of certain design decisions on the
performance of the overall network, here specifically the
displacements in the dynamic segment.

This paper proposes a novel approach to performance
analysis of the dynamic segment based on Markov chain
transient analysis. The model of the dynamic segment is
a two-dimensional discrete-time Markov chain, where the
discrete time steps represent minislots of the dynamic seg-
ment. Model properties and assumptions are discussed and
expressions for calculating performance metrics are pro-
vided. Finally, measurements obtained from a real FlexRay
network are used to test model assumptions and to validate
the accuracy of model output.

Keywords - flexray, in-car networks, dynamic segment,
markov chain, transient analysis, performance analysis

1 Introduction

The increasing number of x-by-wire applications in cars
entails that requirements on safety and hard real-time of the
in-car network are becoming more strict [4]. Protocols such
as Byteflight and FlexRay, where FlexRay is a recent exten-
sion of Byteflight, have been developed and used for satis-
fying the requirements of x-by-wire applications. The first
series car to use a FlexRay in-car network is the new BMW
X5, which has recently been introduced by BMW Group.
In near future FlexRay is expected to connect multiple Elec-
tronic Control Units (ECUs) implementing chassis, power-
train, and driver assistance applications [6].

Besides providing strict determinism, the FlexRay pro-
tocol supports priority based media access in the dynamic
segment via a Flexible Time Division Multiple Access
(FTDMA) scheme. The properties of the FTDMA scheme
is discussed in [2]. The flexibility provided by this media
access scheme allows frames to be displaced and thus de-
layed in adverse situations. This dynamism combined with
the increasing number of applications motivates the need
for quantitative performance evaluation of the network.

The Byteflight protocol is nearly identical in function-
ality to the FlexRay dynamic segment as it is also based on
FTDMA. The authors in [3] present an analysis of the Byte-
flight protocol, where they investigate the performance-
related consequences of different design choices. Particu-
larly, they identify that network designers need to make a
trade-off between flexibility and performance. This issue
applies similarly to the FlexRay dynamic segment, and is
discussed further in Section 2. Currently available tools for
performance evaluation of specific FlexRay traffic models
focus on simulation. Simulation tools such as [8] and [7]
may be used to make a quantitative performance analysis,
by defining the traffic model using virtual traffic generators.
However, the process of obtaining a sufficient level of con-
fidence with a simulation is typically very time-consuming
compared to analytical approaches.

This paper presents an approach to performance assess-
ment of the dynamic segment in FlexRay that is based on
transient analysis of a Markov Chain (MC). This perfor-
mance assessment is less time-consuming than simulation
and can be made prior to implementing a simulation or pro-
totype.

Specifically, this paper contributes to the literature by 1)
demonstrating how the FlexRay communication cycle can
be modeled as a MC, 2) specifying how performance met-
rics are extracted from MC model, and 3) validating the re-
sults obtained from the model by comparing to measure-
ments from an actual FlexRay network.

In Section 2 a brief description of the relevant FlexRay
properties is given and the main motivation for the model is
presented. Next, the FlexRay model is discussed and pre-
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sented in Section 3. The following Section 4 specifies how
performance metrics are calculated from the model. Section
5 presents a validation of the model based on measurements
from an actual FlexRay network. Finally, Section 6 contains
the conclusion of this paper.

2 FlexRay Dynamic Segment

The following gives a brief introduction to FlexRay and
especially the dynamic segment, which is the focus of this
paper. More information on FlexRay is available in [5].

In FlexRay the communication cycle is the fundamental
element of the media access scheme. The communication
cycle is divided into four segments as depicted in Fig. 1.

Figure 1. The FlexRay communication cycle.

Within a communication cycle, ECUs may transmit
frames in the static and dynamic segments. At design-time
an ECU has been assigned one or more slot IDs in which it
may transmit. Each slot ID is only used by one ECU, and in
this way collisions will never occur. In the static segment,
where a Time Division Multiple Access (TDMA) scheme
is used, the transmission of frames is completely determin-
istic. The dynamic segment uses a dynamic mini-slotting
scheme, also generally referred to as FTDMA. This scheme
is not deterministic since the offset from the beginning of
a communication cycle until an ECU may transmit, varies
with the number of frames already sent in the same com-
munication cycle. Fig. 2 exemplifies the concept of this
scheme.

An unused dynamic slot has the duration of one minis-
lot, which is the common time unit in a FlexRay network,
and the length of the communication cycle is a fixed num-
ber of minislots. If a dynamic slot is used for transmitting a
frame, the duration of the dynamic slot is extended to sev-
eral minislots, depending on the payload size of the frame.
This is exemplified for dynamic slots m + 3 and m + 6 in
the figure. Every ECU maintains a local counter of both the
current minislot ID and the current dynamic slot ID. Both
are reset at the beginning of each cycle.

minislot
minislot 
counter
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Figure 2. Dynamic minislotting scheme.

Since the payload length and the number of frames trans-

mitted in each communication cycle varies, it may occur
that a frame cannot be successfully transmitted within the
available minislots. In that case the frame will not be
transmitted in the current communication cycle. Instead
the frame is displaced to a later communication cycle with
enough available minislots. More specifically, a frame is
displaced if the minislot counter exceeds the threshold pLat-
estTx that is configured in each FlexRay node. pLatestTx is
the last minislot in which the node can successfully transmit
a frame with the maximum allowed frame size.

Displacements may occur even with a low number of
used dynamic slots. If for example the communication cy-
cle is configured for a length of 250 minislots, and a frame
has a frame ID of 230 and takes up 5 minislots to transmit,
no more than 15 earlier minislots may be included in frame
transmissions in a communication cycle, before the frame
cannot be transmitted and is displaced.

In order to reduce the number of displacements, the
FlexRay network designer should aim at using as low frame
IDs as possible. However, this is typically inappropriate
with respect to compatibility and upgradability. The de-
signer therefore needs to determine a configuration of the
network that provides an acceptable trade-off between flex-
ibility and performance. Besides displacements, other as-
pects of performance could be relevant to consider. In this
paper the last dynamic slot is also calculated.

The modeling approach proposed in this paper provides
the network designer with a tool for making quantitative
performance evaluation of different network configurations
and traffic models in order to rapidly iterate over the design
of the network.

3 FlexRay Model

In this section the approach to modeling the dynamic
segment is described in detail. The performance metrics
described in the following are the desired outputs from the
model.

Last Dynamic Slot (LDS) distribution: The LDS is the
value of the dynamic slot counter at the end of a commu-
nication cycle. The more minislots that have been used for
transmitting frames, the lower the value of the LDS. The
network designer may use the LDS as an indicator of the
level of utilization and as an indication of which frames
could not have been transmitted in the communication cy-
cle. If the LDS has a lower slot ID than the ID used by a
certain ECU, that ECU could have had a frame scheduled
for transmission that it was not allowed to transmit in the
corresponding communication cycle.

Frame displacement probability: The objective of this
metric is to quantify the risk of frame displacements for a



specific frame ID. The network designer may use this met-
ric to determine the quality of service in relation to displace-
ments that the network delivers for a given configuration.

3.1 Model Framework

The following description of the FlexRay model assumes
a basic understanding of transient analysis of discrete-time
MCs, see e.g. [1]. In this paper the transition probability
matrix is denoted by P and the state probability vector for
time k by π(k). The state probabilities are calculated using
the standard equation

π(k) = π(0)Pk (1)

The main features of the FlexRay model are described in
the following.

Time step: Each time step in the MC has the duration of
exactly one minislot. After k time steps, the state proba-
bility vector π(k) describes the possible outcomes of the
communication cycle via state probabilities. An example of
information that could be derived from π(k) is the proba-
bility of the frame with ID n having been transmitted after
exactly k time steps.

Idle and transmission states: Each state in the MC con-
stitutes either an idle minislot, or a minislot that is used for
transmitting a frame. Typically, several consecutive minis-
lots are involved in the transmission of a single frame. In the
MC these consecutive minislots are mapped into a sequence
of connected states that accurately represent the length of
the frame transmission.

Frame ID priorities: The prioritization of frames via dy-
namic mini-slotting is included in the model by defining the
transition probabilities so that states in the MC are visited
in the order specified by their corresponding slot IDs.

Simplifying assumptions: The following simplifying as-
sumptions are made for the FlexRay model:

• For each frame ID a a constant frame length la is used.
The FlexRay specification allows a node to use a vari-
able frame size in the dynamic segment. However, the
model assumes that frames within a frame ID use the
same payload length.

• For each frame ID a a constant arrival probability pa is
used. Further, frame arrival probabilities are assumed
to be independent and inter-arrival times to be geomet-
rically distributed.

• The pLatestTx check is not integrated in the model
structure. This is discussed further in Section 4.

The validity of these simplifying assumptions is discussed
further in Section 5.

3.2 Detailed Model Definition

The model is based on a non-homogenous MC us-
ing a two-dimensional state space (a, b). Here, a equals
the ID of the dynamic slot relative to the beginning of
the dynamic segment, i.e. the first dynamic slot should
have a = 1. The value range of a is [0; smax] (where
smax is short notation for the Flexray specific parameter
gNumberOfMinislots). b relates to the states within a
dynamic slot. b = 1 designates an idle state and b > 1
designates transmission states. The value range of b is
[1; lmax + 1], where lmax is the maximum allowed length
of a frame measured in minislots.

The initial state of the MC is (0, 1).
The transition probabilities of the MC correspond to the

arrival probabilities of each dynamic slot.

Figure 3. FlexRay MC structure

The structure of the FlexRay MC is shown in Fig. 3. For
a dynamic slot a, there is an idle state with index (a, 1) and
la transmission states from (a, 2) to (a, la + 1). la is the
transmission length in minislots of the frame in dynamic
slot a. The arrival probabilities for dynamic slot a is pa.
If a dynamic slot is unused, the arrival probability becomes
pa = 0, i.e. there are no transmission states.

The frame length la that is needed to create the MC, is
calculated from the payload length. However, this calcula-
tion is not completely trivial, since it depends on the low-
level parameters of the concerned FlexRay network. This
calculation may be found in [5, Appendix B4.14].

In order to calculate the state probability vector π, the
transition probability matrix P needs to be generated from
the traffic model. One possible approach to generating P is
to iterate over the set of dynamic slots, and with a starting
point in the associated idle state, consider the state transi-
tions initiated in this state. For each slot s one of the fol-
lowing three situations apply:

a) No ECUs are assigned to slot s and only a transition to
the idle state in slot s + 1 is possible.



b) Frame transmission is possible in slot s + 1, but not in
slot s + 2. Transitions to idle and transmission states
in slot s+1 and to the idle state in slot s+2 should be
created.

c) Frame transmission is possible in slot s + 1 and in slot
s+2. Transitions to idle and transmission states in slot
s+1 and to the idle and transmission states in slot s+2
should be created.

Having outlined the procedure for specifying the tran-
sition probability matrix P for the FlexRay MC, only the
initial state probability vector π(0) is left to be specified.
With the initial state of (0, 1), the state probability vector
should be set as

π(0) = [1, 0, ..., 0] (2)

4 Calculating Performance Metrics

The calculation of the performance metrics consists of
two steps. First, the state probabilities π(k) are calculated,
and secondly the performance metrics frame displacement
probability and LDS distribution are computed from π(k).
Formulas for computing these metrics are presented in sub-
sections 4.2 and 4.3. However, first the simplifying assump-
tion that the pLatestTx check is not included in the MC is
discussed.

4.1 pLatestTx Check

In the MC, frame transmission are being initiated even if
they should not, due to the pLatestTx check not being per-
formed. Thus, in the MC, the transmission states before the
last transmission state may contain probability mass at the
end of the communication cycle, even though this would not
occur in an actual network. The start of the arrows in Fig.
4, show which states contain excess probability mass, while
the arrow ends show where the probability mass should re-
side, had the pLatestTx check been carried out.
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Figure 4. pLatestTx issue.

However, with relation to frame displacements, the miss-
ing pLatestTx check allows a more accurate calculation of
the frame displacement probability, and the pLatestTx check
should therefore purposely be left out of this calculation.
On the contrary, the calculation of the LDS needs to have
the MC reflect the behavior of an actual FlexRay network.
Subsection 4.3 describes possible approaches for bringing
the pLatestTx check into the calculation of the state proba-
bilities when calculating the LDS.

Now the calculation of the performance metrics is de-
scribed.

4.2 Frame Displacement Probability

In order to determine if any frames have been displaced
in a communication cycle, the outcome of the MC must be
calculated for the time k = smax, i.e. when the commu-
nication cycle has finished. This is obtained using Eq. (1).
The displacement probability for a dynamic slot is given by
all state probabilities existing before the last transmission
state of slot s. The state probabilities before slot s should
be conditioned on the transmission of a frame in s, hence
the sum of the state probabilities is multiplied by the ar-
rival probability ps. The frame displacement probability for
frames transmitted in dynamic slot s can be obtained from

P (s is displ.) =
ls∑

b=2

π(k)s,b + ps ·
s−1∑
a=1

(
lmax+1∑

b=1

π(k)a,b

)

(3)

4.3 Last Dynamic Slot

The LDS is the value of the dynamic slot counter at the
end of a communication cycle, i.e. for time k = smax.
Since the last dynamic slot in a communication cycle in an
actual network may have been used either for finishing the
transmission of a frame or being idle, the LDS for slot s
may be calculated via

Ss = π(k)s,1 + π(k)s,ls+1 (4)

However, as discussed in Subsection 4.1, the pLatestTx is
not performed when calculating π(k). Eq. (4) assumes that
the pLatestTx check has been performed during the calcu-
lation of π(k). There are several ways to include the pLat-
estTx check. In the following two exact approaches, and
one approximate approach are described.

The first approach is to use multiple transition proba-
bility matrices that prevent transitions to the transmission
states when the pLatestTx values of the concerned slots have
been reached. The second approach is to perform a post-
processing operation that propagates the residual probabil-
ity mass according to the transition probabilities as exem-
plified in Fig. 4. After applying either of these two ap-
proaches, Eq. (4) may be used to calculate the LDS. The



third approach is a simplified post-processing that adds the
residual probability mass to the relevant idle states only.
This approach does not consider cases where probability
mass needs to be propagated to transmission states and is
therefore only an approximation in such cases. However,
it is simpler to implement than the two other solutions and
may provide the exact solution if the used network config-
uration and traffic model does not contain such cases. The
probability of slot s being the LDS is calculated via

Ss ≈ π(k)s,ls+1 +
lmax∑
a=0

π(k)s−a,a+1 · I(a ≤ ls−a) (5)

Here, the indicator function I(a ≤ ls−a) evaluates to 0
when the expression is false and 1 when it is true. The
plots of the LDS distribution that are included in Section
5, have been calculated using this approximate approach.
Regardless of which approach is used to calculate the LDS
probability for each of the smax dynamic slots, the complete
distribution of last dynamic slots is given as

S = [S1, S2, ..., Ssmax ] (6)

5 Model Validation

The validation of the FlexRay MC model is divided into
two steps. The first step is to investigate how well the as-
sumptions on traffic properties match the actual network
traffic. The second step is a comparison of results calculated
using the MC and results obtained from measurements on a
real FlexRay network.

5.1 Assumptions

The first assumption is that frames with the same frame
ID use the same payload length. The test data was found to
comply to this assumption, which should not cause any in-
accuracies in the model prediction. However, since a fixed
payload length is application-dependent, this assumption
may limit the applicability of the model, or at least pro-
vide inaccurate results in cases where dynamic frame sizes
are used. Note however, that the Markov Chain model can
also be extended to arbitrary frame size distributions via a
modification of the ’upward’ transitions in 4.

Further, assumptions were made that frame arrivals
are independent. This covers both independence between
frames with identical frame IDs, but also between frames
not sharing frame IDs. These assumptions were tested us-
ing correlation analysis. In order to test the assumptions, a
binary arrival sequence was created for each frame ID in the
measurements. That is, the communication cycles in which
a frame with the given frame ID has arrived are represented

by a 1 in this sequence, while lack of arrival is a 0 in the
sequence.

The autocorrelation was used to test the correlation of
frames with identical frame IDs. Autocorrelation plots have
been created for all frame arrival sequences. The frame
arrivals were found to be highly correlated and showing a
large degree of periodicity. This contradicts the assumption
of independence between frame arrivals within each frame
ID, and is expected to introduce some level of inaccuracy to
the results of the model, compared to an actual network.

Finally, the correlation for frames with different frame
IDs was investigated by computing the cross-correlation co-
efficient between all pairs of frame arrival sequences. The
result is depicted in Fig. 5, where the darkness of each
square expresses the degree of correlation between a pair
of arbitrarily indexed arrival sequences. The results show
that besides the auto-correlations along the diagonal, most
frame arrivals were not or only weakly correlated. This re-
sult supports the assumption of independence between dif-
ferent frame IDs. However, it could be relevant to investi-
gate the cross-correlation for other lags than 0.
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Figure 5. Cross-correlation plot of frame ar-
rival sequences for lag 0.

5.2 Model Output Comparison

The following presents two comparison plots, Fig. 6 and
Fig. 7 that have been selected from a larger result set. The
plots are based on measurement and model results for two
traffic models that differ in the assigned frame IDs and ar-
rival rates. The plots in the figures show the Cumulative
Distribution Function (CDF) of LDS. Here, the horizontal
distance between the lines is interesting since it shows how
accurately the model mimics the behavior of the actual sys-
tem. The results presented here show the model predictions



from the result set that have the least horizontal difference
(best) and the largest difference (worst).
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Figure 6. Best estimate of LDS distribution.

The plots are indexed relatively from x, since the specific
technical details are not of interest here. The result in Fig.
6 shows a high degree of resemblance between the results
of the model and the trace. The horizontal difference seems
to be limited to 5 minislots and within 2-3 minislots for the
most part.
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Figure 7. Worst estimate of LDS distribution.

The results in Fig. 7 show a lower degree of similarity,
where the horizontal difference is as high as 10 minislots.
Common for both plots is a tendency of the model towards
a more optimistic result, which is caused by the simplifying
assumption regarding independence of frame arrivals being
inconsistent with the actual network. However, these are
only minor issues that will not hinder the network designer
in making qualified decision on the design of the network.

6 Conclusion and Further Work

A Markov chain based model for quantitively analyzing
the performance of the FlexRay dynamic segment has been
presented as a tool for the network designer to make early
predictions on network behavior. Results are obtained via
transient analysis of this two-dimensional Markov chain.

Expressions for calculating the performance metrics distri-
bution of Last Dynamic Slot and frame displacement prob-
ability have been discussed and presented.

The model is based on assumptions regarding mutually
independent frame arrivals and constant payload lengths
within each frame ID. This allows for the traffic within each
frame ID to be described by just three constant parameters
frame ID, frame length and arrival probability. A validation
of model output against traces obtained from a real FlexRay
network shows that the accuracy of the prediction of the dis-
tribution of LDS is within 5 minislots in one case and within
10 minislots in another. This level of accuracy appears suf-
ficient for a network designer to make qualified decisions in
the early phases of network design.

Further work could add additional performance metrics
such as jitter, which is caused by displacements and varia-
tions in the number of minislots that a dynamic slot is offset
from the beginning of the dynamic segment. Another topic
could be to validate the model more thoroughly with a wider
selection of network configurations and traffic models. Fur-
ther it would be interesting to use the model for designing
a network or predicting the performance of future network
configurations and traffic models via extrapolation. Finally,
it would be interesting to extend the model to allow the ef-
fect of errors on performance to be investigated.
The research work was in parts conducted in the context of
a student project at the Department of Electronic Systems
at Aalborg University, and as such supported by the Study
Board at Aalborg University, see www.esn.aau.dk.
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Abstract

Network protocol designers have always been divided
between the adoption of centralized or distributed com-
munication architectures. Despite exhibiting negative as-
pects like the existence of a single point-of-failure in the
master as well as computational overhead and an in-
efficient handling of the asynchronous communications,
Master-Slave protocols have always found their space
mainly given their simplicity of operation and deployment
as well as good control over the communication medium.
Along the years, many protocols based in this paradigm
have been proposed, with many of them being still used to-
day. Some of the negative aspects traditionally exhibited
by these protocols have also been attenuated, e.g. with
master replication and master/multi-slave control, but the
handling of asynchronous requests is still a limitation con-
cerning the response time and overhead. In this paper,
we address the specific case of micro-segmented switched
Ethernet networks, where Master-Slave protocols are used
to control the load submitted to the switch and prevent
high queuing jitter and memory overflows. Particularly,
we propose a novel signaling mechanism that reduces the
asynchronous traffic response time and network overhead,
by exploiting the full duplex channels, and analyze the in-
tegration of this mechanism in the FTT-SE and Ethernet
Powerlink protocols.

1 Introduction

Ethernet became generalized as a communication pro-
tocol in many application domains, well beyond office au-
tomation, for which it was originally conceived. Particu-
larly, Ethernet is now a de facto standard in the industrial
automation domain, as well as in large embedded systems.
Reasons for this dissemination include its low cost, the
scalable and high bandwidth, mainly comparing to other
fieldbuses, the mature technology, the existence of device
drivers for many operating systems and the easy integra-
tion with Internet protocol stacks [5].

At the lower levels of automation systems on the plant
floor, the applications are commonly time constrained. To

cope with this requirement several Ethernet-based proto-
cols were proposed to fill the intrinsic gap associated to
the original medium access indeterminism of Ethernet,
e.g., EPL (ETHERNET Powerlink) [2], EthernetIP [3],
EtherCAT [1], PROFINET [4] and FTT-Ethernet (Flexi-
ble Timed Triggered ) [9].

The recent evolution to Switched Ethernet brought
multiple forwarding paths in a collision free domain,
which allows a less stringent control in the transmission
instants and guarding windows that were typically re-
quired with shared Ethernet. However, switches essen-
tially shifted the collision problem at the communication
medium to a congestion problem in the queues, which
still introduces some level of timing indeterminism asso-
ciated to the queuing policies and queue lengths, possibly
leading to blocking effects among traffic streams. Conse-
quently, achieving low communication jitter and latency
values still depends on the use of specific RT protocols
to enforce strict temporal transmission control, as it was
typical with shared Ethernet, assuring queuing free trans-
actions (e.g. EPL [2] and PROFINET [4]). For instance
in the case of EPL that temporal control is such that all
transactions are serialized, thus not even exploiting the
availability of multiple forwarding paths made available
by the Ethernet switches. Other protocols act upon the in-
put data flows [7] to bound the maximum queuing depths
and, consequently, the transmission jitter and latency, and
to prevent queue overflows.

Some of the real-time (RT) communication protocols
recently developed for switched Ethernet networks are
based on the Master-Slave paradigm (e.g. EPL, Ether-
CAT and FTT-Ethernet). The use of this paradigm re-
duces the traffic management requirements on the slaves,
reduces inconsistent communication scenarios and favors
predictability by preventing nodes from transmitting out
of time. However, it is also well known that this paradigm
is not very efficient in handling asynchronous communi-
cations, requiring special mechanisms for that purpose.
A common technique consists in having queues within
the nodes for the asynchronous traffic, possibly several
queues with different priorities, and having the master
polling those queues with rates adequate to the degree of



responsiveness required by the asynchronous traffic. That
poll mechanism encompasses two different phases. The
first one, called signalling phase, in which the master in-
quires the nodes about the existence of asynchronous traf-
fic ready to be transmitted, and a transmission phase, in
which the master polls the transmission of that traffic in
adequate instants in time. These two phases can either
be separate where the transmission phase comes as con-
sequence of the signalling phase, or merged in a periodic
poll mechanism that leads to unused bandwidth when no
messages are to reply the poll.

Notice that whether the two phases are jointly or sepa-
rately implemented, in both there is an intrinsic compro-
mise between responsiveness and overhead; a higher re-
sponsiveness requires polling at higher rates, but polling at
higher rates potentially implies an higher overhead band-
width. In this paper it is proposed exploring the full du-
plex features of common Ethernet switches to implement
a new signaling mechanism in Master-Slave Switched
Ethernet protocols, which does not suffer from the re-
ferred responsiveness versus overhead compromise and
may dramatically improve the QoS given to the asyn-
chronous traffic.

The mechanism herein described can be potentially ap-
plied to any master-slave protocol based on full-duplex
micro-segmented switched Ethernet infrastructures. For
illustration and performance assessment purposes the pa-
per describes how the mechanism can be adapted to the
EPL and FTT-SE [8] protocols. The remainder of the
paper is structured as follows: the next section describes
possible signaling mechanisms. Then the novel signaling
mechanism is presented. Afterwards the paper describes
how the signaling mechanism can be adapted to the FTT-
SE and EPL protocols. The following section presents
a response time analysis for the RT asynchronous traffic
within FTT-SE and an assessment of the throughput and
jitter enhancements brought by the new mechanism. Fi-
nally the conclusions close the paper.

2 Background

One of the key aspects that must be considered when
developing a hard-RT protocol over shared Ethernet net-
works is that collisions must be completely avoided, in
face of the non-deterministic collision resolution mecha-
nism employed by this standard. Therefore, all the mes-
sage transmission instants are rigorously controlled to
avoid collisions. Protocols such as EPL and FTT-Ethernet
enforce this behavior with a Master-Slave architecture,
centralizing all the communication control in the Master
node; slave nodes can only issue message transmission
after being explicitly polled by the Master. Despite the in-
trinsic absence of collisions, the Master-Slave paradigm is
still useful in micro-segmented switched Ethernet topolo-
gies to control the switch queuing and thus enforce time-
liness guarantees, particularly when very constrained val-
ues for jitter and end-to-end latency are required.

One negative aspect of the Master-Slave paradigm is
the overhead. This overhead comes in two forms, one due
to the need to transmit the master poll and another caused
by the time spent by the slaves decoding and preparing
the reply to the poll, which is normally called the turn-
around time. This interval of time, which mediates be-
tween the poll reception and the beginning of the reply
transmition, depends on the slave implementation technol-
ogy. For standard PC-based solutions and network inter-
face cards (NICs) can reach 200 µs, even using RT kernels
and stacks. Reducing this value to a few tens of micro-
seconds is possible with special hardware support.

The absence of transmission autonomy makes the
slaves fully master dependant, which turns out to be
a bottleneck when developing asynchronous messaging
schemes in Master-Slave protocols. Several techniques
have been developed to override this constraint:

• Using a periodic polling mechanism (e.g. FTT-
Ethernet), oriented to the individual asynchronous
streams in a blind way. The Master treats the asyn-
chronous messages (AM) like the synchronous (peri-
odic) ones, periodically scheduling them, with a pe-
riod equal to their minimum inter-transmission times
(Tmit), without knowing whether there are pending
requests for its transmission or not. The only dif-
ference concerning the periodic traffic is that for the
AMs the absence of an actual message transmission
after a Master poll does not mean an error but in-
stead signals the absence of pending asynchronous
requests. Deterministic time guarantees can also be
given for these messages but with a, normally, very
large degree of pessimism associated to the ineffi-
cient use of the bandwidth. The signaling latency,
i.e., the interval of time from the moment an asyn-
chronous message becomes ready in a node and that
information reaching the master, can grow up to two
times Tmit in the worst case.

• A bandwidth reclaiming mechanism can be applied
on top of the periodic polling mechanism above de-
scribed, as a feedback scheme to detect unanswered
polls, re-using that bandwidth and improving the av-
erage network throughput. Unanswered polls can be
either autonomously sensed by the master or explic-
itly reported by the respective slave with a short mes-
sage. The unused time can then be re-allocated with
a follow up polling message. Notice that this mech-
anism has no impact on the AM worst-case response
time, which happens when there are pending requests
in all Master pools, but may have a positive impact on
the average throughput since unused bandwidth may
be reallocated. This technique is easily deployed in
processor systems [6] to re-use the budget left free by
a task. However, this model is not always efficiently
transportable to the network level. An effective adap-
tation is proposed by Nolte in the Server-CAN pro-
tocol [10] (Master-Slave with cyclic scheduling win-



dows in CAN) that reclaims the bandwidth by antic-
ipating the next cycle. In this case the Master takes
advantage of the broadcast nature of the CAN net-
work to readily infer the state of the nodes asyn-
chronous queues. However, switched Ethernet net-
works support unicast and multicast traffic, and thus
this mechanism in not directly applicable, and a prac-
tical implementation would require an explicit ac-
knowledge mechanism, which would be much more
complex to manage and would consume bandwidth.

• An in-band backward signaling scheme is used,
e.g. EPL, where the backward information is piggy-
backed onto the synchronous traffic. This approach
has two main problems. On one hand, additional
bandwidth is used if the application does not require
the node to produce any synchronous message. In
that case, a synchronous message must be added just
to implement the backward channel. On the other
hand, the responsiveness to asynchronous requests
dependends on the polling rate of the backward chan-
nel. This may also result in overhead since it may be
necessary to poll synchronous message more often
than necessary just to allow the polling of the asyn-
chronous queues at rate compatible with the desired
asynchronous traffic responsiveness.

• A backward signaling mechanism allowing the
slaves to periodically report to the master the cur-
rent status of their asynchronous queues. The mas-
ter, then, only polls the asynchronous traffic when
it is ready in the node queues. Provided that such
backward channel is available and does not consume
extra bandwidth, e.g. using out-of-band communi-
cation, this solution is optimal with respect to band-
width utilization since all the polls correspond to an
asynchronous request and no bandwidth is consumed
by the signaling procedure .

In this paper we propose a signaling mechanism similar
to the backward signaling mechanism above listed, i.e.,
using a backward channel that is, essentially, out-of-band
with respect to the regular messages, exploiting the full
duplex features of current Ethernet switches.

3 Out-of-band signaling scheme

In Master-Slave protocols, the traffic is scheduled and
controlled by means of a Master poll message. This to-
ken may be associated with a single slave message trans-
mission or may delimit a transmission window for mul-
tiple slave messages (Master/Multi-slave). In any case
the slave nodes are synchronized by the poll message re-
ception and, therefore, it is of utmost importance trans-
mitting this message with no interference. This behavior
is typically achieved by reserving transmission windows
wide enough to ensure that all the traffic related with a
transaction is completely dispatched by the switch before

Figure 1. Token

the beginning of the subsequent transaction. In practice,
this window includes the polling message and the reply
transmission time, the turn-around time necessary for the
slaves to decode and prepare the reply and guarding win-
dows to compensate the jitter inherent to each one of these
operations.

In a full-duplex switch, the Master download link is not
included in the token switching path, i.e messages trans-
mitted in unicast to the Master do not interfere with the
actual token message transmission (see Fig. 1). There-
fore, the slave nodes may safely report to the Master node
the internal state of its asynchronous queues during the
guarding window and the turn-around window. Provided
that these messages end their transmission before the end
of the turn-around window there is no impact on the reg-
ular protocol messages and the slaves turn-around time is
also not affected, since the report messages are submitted
to the NIC during the transmission of the poll message by
the Master. Figure 1 shows one situation in which two
nodes send their status messages (A and B) to the Mas-
ter. Both messages are completely received within the
time gap defined by the poll message transmission plus the
turn-around windows, thus not interfering with the normal
protocol operation.

Thus, our proposal relies on this transmission scheme
to handle the backwards signaling information containing
the asynchronous queuing status in the Slaves. It can be
applied to any Master-Slave full-duplex Switched Ether-
net protocol, as long as the Slaves are able to synchro-
nize with the transmission instant of the following Master
polls.

The following Sections describe the inclusion of this
signaling mechanism in two distinct protocols, FTT-SE
and EPL, which have different ways to handle the asyn-
chronous traffic.

4 Implementation on FTT-SE

FTT-SE [9] is a RT protocol that exploits the advan-
tages brought by the Ethernet micro-segmentation. Such
advantages include a throughput enhancement by taking



Figure 2. FTT-SE signaling proposal

advantage of the multiple forwarding paths and the full-
duplex links, as well as the timing relaxation in the slaves
by taking advantage of the collision free domain. In
this protocol the Master poll message, known as Trig-
ger Message (TM) is periodically transmitted, polling the
Slaves to transmit messages in two consecutive and dis-
joint time windows, designated synchronous and asyn-
chronous windows. The synchronous window is asso-
ciated with the transmission of the synchronous (peri-
odic) traffic, which is centrally scheduled by the Master
node. The asynchronous traffic (sporadic) is transmitted
in the asynchronous window. Associated with each spo-
radic message there is a minimum inter-transmission time
(Tmit) that, when associated with the message size, de-
fines the maximum bandwidth consumed by the respective
message stream. The FTT-SE protocol, uses the Tmit to
periodically poll the asynchronous messages as if the mes-
sages had a periodic activation. However, contrarily to
what happens with the periodic traffic, the poll of a spo-
radic message may or may not result in an actual trans-
mission, depending on the existence or not of pending re-
quests. Therefore, this polling mechanism consumes all
the bandwidth allocated to a given sporadic message in-
dependently of the actual transmission request rate.

In the FTT-SE protocol the system granularity is stated
by the Elementary Cycle (EC) which is headed by the
TM transmission and followed by the turn-around win-
dow, Synchronous window and Asynchronous window.
Figure 2 sketches the EC structure with an example of the
signaling scheme herein proposed.

As described in Section 3, the signaling channel uses
the reverse path taken by the periodic Master message,
avoiding interfering with the normal protocol operation.
Therefore, the slaves are required to synchronize them-
selves with the Master before being able to report its sta-
tus.

Each signaling message include information regarding
the asynchronous queues status of the associated node and
shall not use more than the minimum payload required for
an Ethernet frame. The idea is to transmit one signaling
message per node in each EC. This option limits the num-

ber of nodes in the system to the ability of fitting all the
messages below the TM size and the turn-around time.

The turn-around time plays a significant role in this
scheme. In FTT-SE this parameter is configurable and
must be properly tuned according to the node’s perfor-
mance. Typically must be set to a value no lower than the
worst-case turn-around time among all the nodes present
in the system.

The following equation allows computing the maxi-
mum number of nodes (MaxN ) with respect to a system
s with a given turn-around time, Tr:

MaxN(s) =
Tr(s) + TM size(s)

SIG size(s)

where TM size(s) stands for the trigger message trans-
mission time and SIG size(s) for the signaling message
transmission time. Assuming a Fast Ethernet network
(100 Mbps), TM size(s) equals 24µs and SIG size(s)
takes the minimum Ethernet frame transmission time,
which is 6.72µs. Assuming also that the system nodes
are based on standard PCs architectures and use a RT ker-
nel and stack, yielding a typical turn-around time (Tr) of
200µs, the maximum number of nodes (MaxN ) is 33.
Notice that for applications requiring more nodes or ex-
hibiting lower turn-around times (specialized hardware)
two approaches can be used to avoid this scalability con-
straint. One is to reduce the rate at which nodes issue
the signaling messages. This approach implies a nega-
tive impact on the signaling latency but permits support-
ing an arbitrary number of nodes. Other possible approach
is to extend the Master downloading window beyond the
turn-around time using the synchronous window for the
purpose. This would require the proper adjustment of the
synchronous messages scheduler to include this extra traf-
fic in the Master downlink but has the advantage of poten-
tially not affecting the Slaves application since typically
regular application messages are not directed to the Mas-
ter.

5 Implementation on EPL

The Ethernet Powerlink protocol [2] is a Master-Slave
protocol that supports both the shared and the switched
Ethernet media. This protocol aims at real-time jitter-
sensitive applications and enforces strict time restrictions.

Similarly to the FTT-SE protocol, the EPL protocol
employs a bi-phase cyclic communication structure, with
the time divided in Elementary Cycles (EC) and the ECs
comprising an isochronous and an asynchronous phase.
Heading the EC, a Start of Cycle poll message (SoC) indi-
cates the beginning of the isochronous phase. Thereafter,
for each message (Pres) polled in the isochronous phase, a
Master poll is transmitted (Preq). Each individual polling
is issued in a specific time slot within the isochronous
phase to reduce the message jitter. The number and size of
the slots is parametrized offline. The asynchronous phase



Figure 3. EPL signaling proposal

starts with a Master message (SoA) polling a single asyn-
chronous message in each EC.

The asynchronous traffic is totally managed in the
Managing Node (MN) after explicit transmission requests
by the Controlled Nodes (CN). The request for transmis-
sion can be either sent piggybacked in the synchronous
messages or when explicitly requested by the MN, us-
ing in this latter case a specific asynchronous message for
the purpose. The asynchronous requests include also the
requested message priority. The MN keeps track of all
pending requests, including their owns, and in the asyn-
chronous phase of each EC schedules the highest priority
one for transmission, as explained above.

Besides the explicit AM status requests, the EPL pro-
tocol also considers the polling of the nodes identification
to verify the network status and take the necessary proce-
dures on connectivity events.

The out-of-band signaling mechanism described in
Section 3 may also be used in EPL both to reduce the sig-
naling latency and minimize the protocol overhead due to
the explicit polling for the asynchronous status and nodes
connectivity or due to the over-scheduling of isochronous
messages for faster signaling purposes. Figure 3 sketches
an EPL elementary cycle including the signaling scheme.
Like in the FTT-SE approach, the Slaves are synchronized
with all the Master polls so that the signaling messages
can be unicasted to the Master.

6 Comparative analysis

The Tmit parameter sets the maximum transmission
rate that a given AM may have and, in conjunction with
the message length, bounds the message maximum band-
width utilization (C/Tmit). However, frequently the spo-
radic messages have average activation rates significantly
lower than the maximum one. With the backward sig-
naling scheme the network bandwidth resulting from the
missed activations can be reclaimed. The RT traffic is
typically admitted against the worst-case scenario, and
thus reclaimed extra bandwidth does not result in bet-
ter schedulability levels for the RT assynchronous traffic.
However, the reclaimed bandwidth allows for reducing the

Figure 4. FTT-SE activations response time

average response time of those AMs, since the activations
absent anticipates the pools for the lower priority traffic.
Furthermore, the reclaimed bandwidth may also be used
by the background non-RT traffic, which can see its aver-
age throughput significantly improved.

Besides the average gains in bandwidth and response
time, the backward signaling scheme may also have a
positive impact on the runtime schedulability of the asyn-
chronous RT messages due to a potentially prompter ac-
quisition of the nodes state by the Master node. Let us
define the activation delay (N act) as the time that goes
between the AM deployment in a Slave queue and its in-
clusion in the Master scheduler. The activation delay is
part of the AM response time (AM Rt), which can be
computed as follows:

AM Rt = N act + Jsch + C

where C stands for the AM size and Jsch for the schedul-
ing jitter which varies with the scheduling algorithm and
the applied load. Therefore, taking two similar scenar-
ios differing only in the applied signaling mechanism and
maintaining the same scheduler and load, it is possible to
evaluate the impact on the AM Rt due the N act varia-
tion.

Taking the FTT-SE implementation case study, Fig. 4
sketches a timeline with the worst case situation for the
activation delay (N act) in two scenarios. In (a) it is
used a pure polling mechanism where the master period-
ically schedules the AM in a blind way, while in (b) it is
represented the backward signaling mechanism operation.
In both scenarios the asynchronous message is registered
with a minimum inter-transmission time of 3 ECs.

When activations are periodically triggered (a),
the Slave may ultimately have an AM transmis-
sion request right after the last poll, leading to an
N act = Tmit−∆ = 3 ∗ LEC −∆, where ∆ is an in-
finitesimal and LEC in the EC length. In this scenario
the activation delay N act varies linearly with message’s
Tmit. However, when the backward signaling scheme is
applied (b), once an AM transmission in requested it pro-
duces a signal that is transported in the following EC and
is then included in the Master scheduler. The worst-case
delay is, in this case, independent on the message’s Tmit



and fixed to N act = 2 ∗ LEC − ∆. The message acti-
vation signal takes at worst case 1 EC to reach the Mas-
ter. After reaching the Master the request is eligible by
the scheduler and the schedule result is dispatched on the
following EC.

The best case activation delay happens in (a) when the
message is queued right before its poll (N act = ∆), and
in (b), when it is queued before the signaling message
(N act = 1 ∗ LEC + ∆). Assuming that the messages
are asynchronous and randomly triggered by the applica-
tion we may preview a uniform distribution in the queuing
events, leading to an average delay between the best and
the worst cases.

Table 1. Generalized activation delays
scenario Worst Case Best Case Average

(a) Tmit 0 Tmit/2
(b) 2 ∗ LEC 1 ∗ LEC 1.5 ∗ LEC

Table 1 outlines the activation delays for the two de-
picted scenarios and for the average case. In the assumed
average condition, we may see that the proposed signal-
ing scheme (b) induces a better asynchronous responsive-
ness for discrete values of Tmit greater than 2 ECs. It
is thus obvious the benefits for messages registered with
long inter-transmission times.

7 Conclusions

The advent of switched Ethernet has opened new per-
spectives for real-time communications over Ethernet.
However, a few problems subsist related with queue
management policies, queue overflows and limited prior-
ity support. To overcome such difficulties several real-
time protocols were proposed. Some of these are based
in the Master-Slave paradigm, which, despite exhibiting
many interesting properties like simplicity of operation
and deployment and good control over the communica-
tion medium, is also known by its inefficient handling
of the asynchronous traffic. This paper presents a novel
signaling mechanism, suitable for master-slave protocols
based on full-duplex micro-segmented switched Ethernet
networks. It allows the slave nodes to periodically inform
the Master about their status in particular time instants
during which the communication path between the Slaves
and the Master is idle, thus without interfering with the
normal protocol operation. The inclusion of this signal-
ing mechanism brings important advantages both in terms
of the asynchronous messages responsiveness and proto-
col overhead. The paper illustrates how the mechanism
can be applied to the FTT-SE and EPL RT protocols and
shows the potential gains in terms of responsiveness and
overhead reduction. The signaling of the AMs status is the
most direct use for the permanent backward channel, how-
ever, as future work it is planned extending the use of this
channel for other protocol operations like configuration
during setup phase, supporting e.g. plug&play protocol.
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Abstract

Dynamic Reconfiguration (DR) has been generating a
substantial interest since it allows improving efficiency in
the use of system resources, which can impact both on the
maximum functionality that the system can execute, on the
level of resources needed for a given functionality, on the
number of instantaneous users that the system can support,
or even on the capacity to adapt to changes in the environ-
ment or on the system operational architecture such as those
caused by hazardous events. However, DR also requires ex-
tra mechanisms to manage the reconfiguration itself, which
can increase system complexity and reduce a priori knowl-
edge, increasing the potential for lower reliability. There-
fore, DR has not been considered in safety-critical systems.
In this paper we argue that adequately preventing specific
error situations at the lower levels of the architecture sim-
plifies the upper-level systemwide Fault Tolerance mecha-
nisms, and may compensate for the extra complexity and
lower a priori knowledge that DR implies, thus opening the
door to the construction of highly-reliable dynamically re-
configurable systems.

1. Introduction

Reconfigurability has long been recognized as a way to
improve efficiency in the use of system resources [22], for
example, when a system undergoes variable load situations,
when it evolves during its lifetime or even when faults affect
part of its structure [25]. This means that reconfigurability,
in a broad sense, may be beneficial to areas that range from
Quality of Service (QoS), e.g., when the number of system
users varies [20], to Dependability, e.g., throughgraceful
degradation[26].

However, achieving reconfigurability may conflict with
operational goals such as continued real-time and safe op-
eration, and it becomes more difficult when the system is
distributed, requiring adequate support from the network.

Hence, whenever either of those two operational goals are
relevant, the typical option has been to rely on a single static
configuration [7][27]. In some cases, reconfigurable solu-
tions have been devised but limited to few predefined op-
erational modes, thus still with reduced flexibility and effi-
ciency [27]. Conversely, for QoS purposes, reconfigurabil-
ity seems to bring along clear benefits [20] and the conflict-
ing goals referred for the case of safety critical systems do
not seem to apply.

In this paper we discuss the interaction between Dy-
namic Reconfiguration (DR) and Fault Tolerance. We show
that, despite its higher efficiency, DR introduces new di-
mensions in the system state space and, mainly, new mech-
anisms to mediate and enforce the system state changes. In
other words, DR reduces the a priori knowledge concerning
the exact state the system is in and introduces extra mech-
anisms that may lead to higher complexity and thus lower
reliability. We, then, discuss ways to compensate for such
negative aspects and propose using hardware-implemented
mechanisms to prevent specific error situations at the low-
est levels of the architecture, in order to simplify the upper-
level systemwide Fault Tolerance mechanisms and improve
their coverage. Several examples of recent related work will
be referred. The remainder of the paper is organized as fol-
lows, Section2 discusses the definition of DR, Section3
discusses how DR is sometimes used to improve the sys-
tem dependability making use of existing system resources,
Section4 discusses the limitations of DR in what concerns
Fault Tolerance aspects and Section5 presents the proposed
solutions. Section6 concludes the paper.

2. On the concept of DR

DR is a broad concept that spans many application do-
mains. A common or integrated perspective of DR, includ-
ing a taxonomy and boundaries of what is and what is not
DR is still to be done despite recent initiatives in that direc-
tion [1]. Concerning this paper, it is important to separate
the concepts of DR and Fault Tolerance. Notice that Fault



Tolerance mechanisms typically involve some kind of on-
line reconfiguration, e.g., disconnecting nodes affected by
faults and replacing them with spares or adding new nodes
to compensate for disconnected replicas. In this sense, Fault
Tolerance mechanisms are a subset of DR. However, these
mechanisms normally aim at maintaining the same func-
tionality, only, despite the occurrence of faults.

On the other hand, DR is normally taken in a broader
way, considering changes in the allocation of tasks and mes-
sages to resources (e.g. nodes, links, bandwidth and en-
ergy), or even changes in the operational parameters of the
system (e.g. scheduling and control parameters). The pur-
pose of DR is typically to improve resources usage, consid-
ering the resources that are already available because they
are needed for the basic functionality of the system. It is
also common to consider that DR implies a high level of
flexibility / adaptability in the system.

Therefore, Fault Tolerance mechanisms based on repli-
cation are not normally taken as DR. On the other hand,
as discussed in the next Section, DR can still be used to
improve the dependability of systems that were not de-
signed as traditional fault-tolerant systems., e.g. by reallo-
cating system resources that were currently available, pos-
sibly providinggraceful degradation.

3. Improving dependability with DR

The idea of taking advantage of the already available re-
sources relates DR to the low-cost Fault Tolerance approach
of usingUnintentional Redundancy[17]. This kind of re-
dundancy is usually available in all systems (particularly in
distributed ones). We illustrate next how Unintentional Re-
dundancy with DR can be used to tolerate faults.

First, in some interconnection topologies, such as the one
in Fig. 1, there are several paths that can be used to connect
each pair of nodes. This opens doors for dynamically re-
configurable architectures that, in case of failure of one link,
reestablish the communication using an alternate path. For
example, in Fig.1, in case the direct link between nodes 1
and 2 is faulty, the communication between these two nodes
can be reestablished though nodes 3 and 4. A specific ex-
ample of this kind of DR is described in [3].

N 6

N 1 N 2

N 5

N 3

N 4

Figure 1. A network performing DR

Second, in general distributed systems, the presence of
multiple nodes enables the reallocation of tasks from faulty
nodes to non-faulty ones. For example, in Fig.2, in case

node 2 is known to be faulty its tasks could be assigned to
another node. An example of such type of reconfiguration
in an automotive system has been pointed out in [19]

N O D E 1 N O D E 2 N O D E 4N O D E 3

Figure 2. Dynamic reallocation

4. Limitations of DR

Obviously, the use of Unintentional Redundancy with
DR has a limited capacity for Fault Tolerance. Among the
reasons for this, we point out two. First, depending on the
system, the available redundancy can be not enough to tol-
erate some faults. Therefore single points of failure may
still exist. And second, in many cases the reconfiguration
causes agraceful degradation, which means that either the
level of performance has been decreased or even the sys-
tem is no longer fully functional and some supposedly non-
critical functions have been shutdown. Notice that graceful
degradation is, normally, a positive feature in the sense that
what would be a global failure is exchanged by an operat-
ing configuration that still provides a reduced level of QoS.
Nevertheless, for certain critical systems that reduced level
of QoS might not be sufficient to meet the minimum opera-
tional requirements.

Therefore, when using Unintentional Redundancy, DR
is a suitable means to achieve a general improvement of
the system dependability, but it might be not so well suited
to reach the high levels of dependability that are usually
pursued by fault-tolerant architectures. Moreover, dynamic
reconfigurations are likely to take some time to complete,
which, depending on the specific nature of the system,
might also be constrained by the dynamics of the environ-
ment. This might rule out the use of DR in critical systems
with fast dynamics unless special architectures that support
fast reconfiguration are used, e.g. [12].

4.1. Addition of resources for DR

Despite the efficiency improvement in using already
available resources being one of the typical characteristics
of DR, the truth is that some resources must be added to a
system for it to be able to perform DR. In particular, many
systems that perform DR do it thanks to the inclusion of
suitable mechanisms in their middleware. Moreover, some
hardware additions can be also used, which, as will be dis-
cussed below, may provide an advantageous support for a
safe reconfiguration.

However, too many additions would represent a devia-
tion from the initial target of achieving low cost by effi-



ciently using the available resources. Therefore, a trade-off
has to be found between cost and functionality.

4.2. DR means flexibility, complexity and overhead

As referred before, DR is supposed to imply a (high)
flexibility in the system. But, flexibility also means com-
plexity. In the case of a distributed system, this complexity
appears in two forms. First, nodes have to perform new ac-
tions for the system to be able to react in the face of various
situations and to adapt to the ever changing reality. As indi-
cated above, these new actions are usually implemented in
the middleware. And second, the communication channel
has to transport an increased number of messages, e.g. to
coordinate the reconfiguration among nodes.

Therefore, DR normally introduces a computational
and communication overhead that may be not acceptable
for many distributed embedded systems based on low-
performance microcontrollers and low-bandwidth commu-
nication technologies. Moreover, beyond these overheads,
an increased complexity usually means a decreased reliabil-
ity.

4.3. Facets of unreliability in DR

The unreliability caused by the increased complexity of
systems performing DR is essentially provoked by the in-
creased number of scenarios that the system has to be de-
signed to deal with, arising from the multiple possible con-
figurations that the system can adopt and the faults that the
system must react to.

The presence of these multiple scenarios makes it much
more difficult to achieve the so-calledsystemwide integra-
tion of fault tolerance. This integration is pointed out in
[2] as one of the fundamental steps in the design of com-
plex fault-tolerant systems, since those are prone to suffer
failures caused by improper interactions among their non-
faulty subsystems. Some examples of parts that are difficult
to integrate are the Fault Tolerance mechanisms that are in-
tended to deal with the local faults of each subsystem with
those that provide Fault Tolerance for functions that are ex-
ecuted as a global cooperation among several subsystems.
This systemwide integration also has to prevent improper
interference among concurrently active recovery or recon-
figuration algorithms.

Similarly the increased number of scenarios to deal with
also make it difficult the qualitative evaluation [2] of the
system. This kind of evaluation is intended to verify that
the design of the system includes all the mechanisms which
are necessary to deal with the expected classes of faults.
The higher the number of error scenarios is, the higher the
difficulty in verifying the correct operation of the system in
all these scenarios will be. More specifically,model check-

ing [8] is likely to become a standard evaluation procedure
for fault-tolerant systems in the next few years, much in the
same way as simulation is already a de facto requirement in
the development of computing systems. Although modern
model checkers such asUPPAAL [18] already exhibit an en-
hanced capacity to deal with large state spaces, the nature
of model checking makes this technique quite vulnerable to
the complexity of the systems to be modeled and verified.
The amount of memory required to generate the state space
of complex models makes model checking useless in prac-
tice for the verification of highly-complex systems.

For all the reasons discussed above, keeping the com-
plexity of a system performing DR under reasonable bounds
should receive the maximum attention when dependability
is the main concern.

5. Reconciling DR and Fault Tolerance

A way of reducing the complexity, and thereby increas-
ing the reliability, is to reduce the number of scenarios that
the system has to deal with, in particular those scenarios
created by the faults that the system has to tolerate.

The techniques to be used in order to achieve this reduc-
tion of scenarios are implemented in the form of hardware
additions that prevent specific error situations as close as
possible to the faults that generate them. Since part of the
errors that the subsystems can suffer are resolved as close
as possible to their origin, the upper layers of the system
architecture, such as the middleware, are much less com-
plex and more reliable for they do not have to deal with the
aforementioned error situations or only have to deal with
simplified ones.

Examples of these techniques are, first, the use of spe-
cific circuitry to restrict thefailure semantics[9] of the
nodes. If Byzantine or arbitrary failures of the nodes are
not possible, the software of the other nodes does not have
to deal with them. And second, the use of hardware-
implemented communication protocols that provide consis-
tent communication services. Thereby the communication
channel does not cause additional complex scenarios, e.g.,
inconsistencies in the delivery of messages, to be resolved
by the upper layers of the architecture. For instance, the
MajorCAN protocol [23] is a slightly modified version of
theController Area Network(CAN) [14] that truly provides
atomic broadcast at the data-link layer.

5.1. Defining error containment boundaries

An adequate restriction of the nodes failure semantics
has the additional effect of preventing a node from acting as
ababbling idiot[16] that, by sending messages at the wrong
moment, blocks the communication channel and impedes
the exchange of messages among nodes.



In more general terms, the restriction of the failure of se-
mantics is a significant help to prevent the propagation of
errors from a faulty node to the rest of them. In the same
manner, the use of hardware-implemented communication
protocols that provide consistent communication services
also helps to prevent that errors in the communication are
propagated to the receiving nodes.

However it is important to note that the failure semantics
restriction together with the use of consistent communica-
tion services is not enough in order to completely define an
error containment boundary[2] around each node (Fig.3)
because, after all, even if we restrict the failure semantics
of a node, it is possible for it to suffer a failure. In order
to cope with these situations it is also very important to de-
sign the other nodes’ software (e.g. middleware) in such
a way that they are able to recognize these failures and to
properly react to avoid their effects. This is much easier
to achieve when the failure semantics is restricted, e.g. if
nodes present crash failure semantics, node failures can be
detected by timing out on regularly transmittedI am alive
messages. Designing the global operation of the system to
work properly in the event of node failures is an additional
concern of the design of any truly fault-tolerant system.
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Figure 3. Error containment boundaries

5.2. Advantages of defining low-level error contain-
ment boundaries

Beyond the aspects that have been already discussed
(e.g. reduction of the middleware complexity and thus in-
crease of its reliability), using techniques at the lower levels
of the system architecture to prevent error propagation ex-
hibits a number of additional relevant advantages.

First, it reduces the overhead generated by the communi-
cation since no higher-layer protocols are required in order
to ensure consistency. This has two facets, on the one hand
less messages are transmitted and, on the other hand, less
computation time is devoted in the nodes to the tasks re-
lated to communication.

Second, less nodes are required. Since failure seman-
tics are restricted, the requirements on the number of nodes
to be used in order to achieve agreement on a value under
byzantine failure semantics [10] are relaxed.

And third, it prevents the so-calledamplification of fail-
ures [13]. A typical high-level implemented consistent

communication service requiring several rounds of mes-
sage transmissions uses lower-level (and less dependable)
communication primitives, such as point-to-point message
sendsandreceives[13]. In this kind of high-level commu-
nication services, the broadcast of a message requires the
execution of several instructions, and may include several
sends and receives. It is well known that in this kind of
complex communication schemes a failure at the low level
of send and receive primitives (e.g. an omission to send a
message) does not necessarily manifest at the high level as
the same type of failure (e.g. an omission to broadcast a
message to all receivers). In fact, it is said that this kind of
broadcast algorithms are likely to amplify the importance
of failures which occur at the low level [13] (e.g. messages
delivered to different receivers in a non consistent order due
to an omission to send a message). Therefore by substitut-
ing this kind of high-level implemented protocols by low-
level services already presenting the required properties we
would make it possible to eliminate this risk.

It is important to note that the set of advantages pointed
out above are achieved when both failure semantics restric-
tion and low-layer consistent communication services are
used at the same time. However we do not claim that both
features must always be included in the architecture. Even
if only one of the features is used, significant reduction of
the potential error scenarios is obtained.

5.3. Failure semantics restriction implementation

When using any mechanism to restrict the failure seman-
tics of the nodes it is very important to achieve a high proba-
bility for the final node design to exhibit the pursued failure
semantics, i.e., to have anassumption coverage[21] as high
as possible. After all, the design of the rest of the distributed
system is based on assuming said failure semantics.

To enforce a restriction in the failure semantics of the
nodes several design techniques can be used. One of the
most effective ones isduplication with comparison[15].
This technique is based on using two identical pieces of
hardware actively performing the same operations in par-
allel, and comparing the results of said operations. In case
there is a discrepancy in the results, an error signal is acti-
vated. This allows the detection of errors in the duplicated
module and can be used to restrict the failure semantics by
using the error signal to disconnect the node from the net-
work (e.g. disabling the communication transceiver). This
scheme is shown in Fig.4. In this simple manner acrash
failure semanticsis enforced, meaning that the node either
works properly or crashes. For a high assumption coverage
to be achieved using this technique it is important to dupli-
cate as much parts of the circuitry as possible. For example,
[24] and in [12] describe CAN nodes with internal dupli-
cation and comparison that can disable their transceivers in



case of discrepancy.
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Figure 4. Duplication with comparison for fail-
ure semantics restriction

Another technique for restricting the failure semantics of
a node in a bus-based architecture is the incorporation of a
bus guardian[11]. This mechanism is devoted to prevent a
node acting as a babbling idiot from keeping the bus busy
with the transmission of useless messages, thereby making
it more difficult for the other nodes to communicate. Sev-
eral different bus guardians have been reported in the liter-
ature, either for time-triggered and event-triggered commu-
nication as well as for flexible communication requirements
such as the one described in [12] for the FTT-CAN protocol.

5.4. Other error containment techniques

Having to modify the structure of each of the nodes is
unacceptable in some applications due to cost reasons. In
these cases a different approach for failure semantics re-
striction can be adopted. This new approach is based on
the use of star topologies instead of buses. Such a topology
allows to include mechanisms for error detection andfault
passivation[17] (e.g. disconnecting the faulty nodes from
the network) in the hub and, thereby, standard hardware
can be used for the nodes. Fig.5 illustrates this idea. By
placing the error containment mechanisms into the hub and
by preparing all nodes to deal with the scenarios caused by
faulty nodes an equivalent definition of error containment
boundaries can be achieved. Note that the hub may prevent
the propagation of errors generated either in the nodes, in
the links that connect each node with the hub or even in the
circuits that implement the communication protocol.

Besides the capacity of an active hub to enforce a re-
stricted failure semantics for each node of the network, the
aforementioned capacity of preventing the propagation of
the errors caused by faults in the circuits that implement
the communication protocol (including cables) is a signifi-
cant advantage of the star topology when it is compared to
a bus [6]. The main drawback of the bus topology is that
the structure of the network presents multiple components,
which have direct electrical connections to each other with-
out proper error containment. As a consequence, a fault in
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Figure 5. A star for error containment

any of them may generate errors that propagate and effec-
tively prevent further communication to take place.

In contrast, a star topology reduces this multiplicity of
potentially failure-generating components to only one, the
hub. Although it is clear that a star significantly reduces the
probability of having more than one node affected by a fail-
ure (most of the errors caused by a single faulty component
are not allowed to affect more than one node) [5], in some
applications the presence of the single point of failure that
the hub represents is unacceptable. In these cases redundant
star topologies can be used [4].

5.5. Bringing it together

As referred before, we consider that it is possible to rec-
oncile Dynamic Reconfiguration with high levels of Fault
Tolerance as long as nodes failure semantics restriction and
low-layer consistent communication services are incorpo-
rated into the system design from the beginning. Most
of the actual components needed for the particular case of
CAN technology have been developed by our groups along
the past 8 years. Specifically, we consider that the FTT-
CAN protocol is naturally adapted to support prompt recon-
figuration under continued timeliness and that the mecha-
nisms presented in [12] can be further simplified and the
overall Fault Tolerance features improved, mainly concern-
ing their analyzability, by merging that protocol with Ma-
jorCAN [23] to achieve true atomic broadcast, and the
(Re)CANcentrate hubs [4] for strong error containment.

6. Conclusions

Dynamic Reconfiguration is gaining a growing interest
as a way to improve the efficiency in using system re-
sources. Moreover, DR has also been pointed out as a way
to achieve inexpensive Fault Tolerance, e.g., by means of
graceful degradation. However, combining DR with high
levels of FT raises several problems, mostly related with
the reduced a priori knowledge of DR systems and with the



reconfiguration mechanisms themselves that introduce ex-
tra complexity and overhead, thus lower reliability. In this
paper we have discussed the interaction between DR and
FT and we have proposed combining nodes failure seman-
tics restriction and low-layer consistent communication ser-
vices to simplify the system middleware layers and improve
their analyzability. This will allow building highly reliable
and resource efficient systems that are capable of adapting
to the environment, to systems changes or to different load
situations while tolerating the designated faults.
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Abstract-This paper proposes an approach to overcome 
some limitations of the 802.11e protocol highlighted in recent 
literature and improve the QoS support provided to real-
time industrial traffic. The proposed solution does not 
change the IEEE 802.11e protocol, but introduces a 
technique to reduce the number of collisions and therefore to 
use the channel more efficiently for real-time traffic, 
especially when the traffic load is high and approaches 
saturation conditions. 

The proposed mechanism, called a Contention Window 
Adapter, dynamically changes the contention window size of 
the different Access Categories defined by the IEEE 802.11e 
protocol according to the wokload conditions of the wireless 
network.  The paper describes the rationale behind the 
CWA mechanism, the algorithm itself and discusses the 
performance obtained through simulations run using ns-2. 

 

1. Introduction and motivation 

The final version of the 802.11e standard, released by 
the IEEE Task Group E in 2005 [1], introduces two new 
access mechanisms, i.e., the Enhanced Distributed 
Channel Access (EDCA) and the Hybrid Coordination 
Function (HCF) Controlled Access (HCCA). These 
mechanisms correspond to the ones already present in the 
IEEE 802.11a/b/g standards, but provide differentiated 
levels of Quality of Service (QoS) to the supported 
applications. The EDCA mode extends the IEEE 802.11 
Distributed Coordination Function (DCF) [2] by 
differentiating traffic into four Access Categories (ACs), 
mapped into the priorities defined by the 802.1D standard 
[3] as follows: 

 

 AC_BK (background category) for priorities 1 and 2; 
 AC_BE (best-effort category) for priorities 0 and 3; 
 AC_VI (video category) for priorities 4 and 5; 
 AC_VO (voice category) for priorities 6 and 7. 

 

AC_VO is the highest priority category, while AC_BK 
is the lowest. Each frame arriving at the MAC layer with 
a defined priority will be mapped into one of the ACs. A 
dedicated queue for each AC exists, and different service 
levels are provided to each queue, based on the 
Arbitration Inter-Frame Space (AIFS), the Contention 
Window size (CW) and the Transmission Opportunities 
(TXOP) time interval.  

 
 
 
Each AC has its own backoff procedure. According to the 
values of the minimum Contention Window size (CWmin) 
and the maximum Contention Window size (CWmax) 
which, according to the standard are statically set, each 
AC has a different probability of accessing the channel. 
Such a probability is higher for the highest priority 
AC_VO, which features the lowest CWmin, CWmax 
values. The differentiation mechanism provided by the 
standard offers advantages in terms of delay, jitter and 
throughput for the AC_VO class: However, recent 
literature outlined some limitation of the 802.11e protocol 
when different kinds of traffic are supported on the same 
channel and the total offered workload is high. 

Recent work [4] showed through simulations that the 
default parameter values of the EDCA mode are not able 
to guarantee industrial communication timing 
requirements, when the AC_VO class is used to support 
real-time traffic in shared medium environments, where 
other types of traffic are present. The paper concludes 
stating that new communication approaches must be 
devised in order to adopt IEEE 802.11e networks on the 
factory floor. The work in [5] showed that, even in the 
presence of traffic from the highest priority class only  
(i.e. AC_VO), according to the amount of real-time traffic 
and the size of packets in this class, the real-time 
performance can rapidly and significantly deteriorate with 
growing workloads. This is due to the CWmin and Cwmax 
settings provided by the standard for the AC_VO class, 
which determine a narrow range of backoff values for the 
packets in this class. In [5] it was shown that it is 
beneficial to adapt CWmin and Cwmax for the AC_VO 
class to allow for a larger spectrum of backoff values, 
thus reducing the number of collisions inside the AC_VO 
class. The approach was evaluated in an industrial 
scenario where periodic traffic was exchanged and the 
CWA was applied to the Contention Window size of the 
AC_VO class only. Simulation results in [5] showed that 
CWA outperforms the 802.11e standard both as far as 
throughput and deadline miss ratio are concerned. The 
reason for this is that it reduces the number of collisions 
in the AC_VO class.  

Here, the approach in [5] is extended to address a 
general industrial scenario, where Voice, Video and 



Background traffic generated by Workstations (WS) is 
exchanged on the same channel on which field nodes send 
small-sized periodic RT control traffic with tight 
deadlines. Our aim is to improve the performance in terms 
of RT throughput, delay, number of collisions 
experienced by industrial RT traffic (consisting of small 
sized periodic packets exchanged between sensors, PLCs, 
actuators) when generic workstations generate other kind 
of traffic (multimedia, background) on the same channel. 
Here we map the industrial RT traffic on the AC_VO 
class provided by the 802.11e standard.  

The targeted extension is not trivial. First, it has to be 
considered that, when different ACs are to be supported, 
if the CWmax of the highest priority class is increased, the 
CWmin of the lower priority ACs has to be accordingly set, 
so as to enforce the different QoS support offered to the 
each AC according to the standard. The CWA has 
therefore to dynamically tune the {CWmin, Cwmax} range 
of the different ACs defined in the IEEE 802.11e standard 
[1] in order to reduce the potential interference (in terms 
of collisions) that real-time traffic, here mapped into the 
highest priority class AC_VO, could suffer from other 
lower-priority ACs. Second, if there is a station which 
transmits only traffic with a priority other than the highest 
(AC_VO), the approach in [5] cannot react on the basis of 
the collisions affecting that type of traffic, as the 
adaptation mechanism in [5] is defined for transmissions 
in the AC_VO class only. The CWA extension proposed 
in this paper addresses both the above mentioned points. 

Here we underline that the proposed mechanism does 
not change the IEEE 802.11e protocol, but introduces a 
technique to reduce the contention overhead and therefore 
to use the channel more efficiently for real-time flows, 
especially when the traffic load approaches saturation 
conditions. 

The paper is organized as follows. Sect. 2 outlines the 
802.11e standard, while Sect.3 addresses related work. 
Sect. 4 describes the CWA mechanism here proposed, 
while Sect. 5 discusses performance obtained through an 
extensive set of simulations run in different scenarios 
under the ns-2 tool [6]. Finally, Sect. 6 gives our 
conclusions. 

 
2. Overview of IEEE 802.11e 

The EDCA mode of the IEEE 802.11e protocol, in 
order to manage the different Access Categories, 
implements in each node a dedicated transmit queue and 
an independent backoff entity for each AC. Each queue 
works as an independent DCF station and uses its own 
parameter set, which includes the Arbitration Inter-Frame 
Space (AIFS), the minimum Contention Window size 
(CWmin), the maximum Contention Window size 
(CWmax), and the Transmission Opportunity limit 
(TXOPlimit). 

Similar to a 802.11 DCF node, each AC starts a 
backoff timer after sensing an idle channel for a duration 
equal to an AIFS length. However, while in DCF all 
nodes have the same opportunity to access the channel, in 
EDCA the AIFS depends on the AC. As a result, the 
duration of an idle medium before initiating a 
transmission is shorter for the higher priority ACs, which 

thus have higher probabilities of accessing the channel 
than the lower ACs. 
 The backoff value is selected as a random number in 

[0, CW], with CW set as CWmin at the beginning of a 
backoff procedure and increased up to CWmax whenever 
collisions occur, according to formula (2.1): 

 
CWnew[AC]= (( CWcurrent [AC] + 1)*2) – 1  (2.1) 

 
In case of successful transmission, the CW value of the 

AC queue is reset to CWmin. As CWmin and CWmax 
determine the size of the CW, the smaller Cwmin and 
CWmax are, the greater the chances for a node gaining 
access to the medium are.  

Finally, TXOPlimit is the time duration an EDCA 
function may transmit after winning access to the 
medium.  

According to the IEEE standard [1], the above 
mentioned parameters are set as in Table 1. Note that the 
highest priority class, AC_VO has the narrowest [Cwmin, 
Cwmax] range. 
 

Table 1: ACs and relevant parameters 

 
3. Related work 

 

Among the works which recently addressed the impact 
on the performance of the IEEE 802.11e protocol of 
changing the various parameters of EDCA, Xiao [7], 
extending the Bianchi [8] model, implemented EDCA by 
means of 3-dimensional Markov chains and analyzed 
network behaviour for CWs of various sizes. Kong [9] 
also used 3-dimensional Markov chains to characterize 
the procedures of the various ACs with variations in both 
the CWs and the AIFS. Both papers have shown the 
effectiveness of changing CW depending on the network 
load. 

Mechanisms for CW tuning are presented in [10] and 
[11]. The approach in [10], called AEDCF, does not 
implement a mechanism to vary the range of CWs, but 
calculates an ideal CW on the basis of the network load 
estimated according to the number of collisions 
experienced by the transmitted frames. Once the ideal 
CW is known, the current CW (CWcurrent) for the next 
frame is set by taking whichever is the lower between the 
minimum CW (CWmin) of the AC the frame belongs to 
and the ideal CW. The approach is shown outperforming 
EDCF, the IEEE 802.11e pre-standard distributed 
medium access mechanism. However, it uses the 
Persistence Factor, a parameter that was present in an 
earlier version of the IEEE 802.11e standard, but not in 
the final one. 

The AEDCA approach proposed in [11] estimates 
network congestion by using the value of the current CW 
(i.e. that of the last frame sent). The distance between the 
current CW and CWmin is compared to the maximum 
distance between CWmax and CWmin for the relevant 
AC, deriving a parameter that is utilized to calculate the 
new CW for the next frame to be transmitted. The 



AEDCA approach, like the AEDCF one, does not provide 
for changing the values of CWmin and CWmax, but 
simply chooses the best one in that range. 

Instead of setting the CW to an optimal given value in 
the [CWmin, Cwmax] range defined by the standard, 
which proved to be inappropriate in many network load 
conditions, the CWA mechanism proposed in [5] adjusts 
the range of the current CW (i.e. the values of CWmin and 
CWmax) of the AC_VO class on the basis of information 
on the newtork workload collected during a time interval. 
Here we extend this approach, by varying the values of 
CWmin and CWmax in a cascaded way for each class. 
This allows to have, for each class, a CW adapted to the 
current network status, not limited by the bounds defined 
by the standard. In addition, here we evaluate the CWA 
performance in two different scenarios and under 
different workloads. 

 

4. The Contention Window Adapter (CWA) 

The CWmin and CWmax  values for each AC in EDCA 
are static [1]. Under low workload conditions, small CW 
values for backoff are a convenient choice. We recall that 
the backoff value is selected as a random number in [0, 
CW], where CW is set as CWmin at the beginning of the 
backoff procedure and increases whenever collisions 
occur up to Cwmax, according to formula (2.1). However, 
when the network load increases, the probability of 
collisions increases too, thus enlarging the contention 
window size could be beneficial to reduce collisions. 
Unfortunately, EDCA does not implement any 
mechanism to dynamically change the contention window 
size of the different ACs according to the workload on the 
wireless network. The solution here proposed, the 
Contention Window Adapter, is a mechanism which tries 
to adapt the CW size of each AC to the network load.  
In order to clearly explain the rationale behind CWA, let 
us consider the results shown in Table 2. They refer to 
tests run under ns-2 [6] with a 11 Mbps network (DSSS) 
made up of 20 stations, each generating AC_VO packets 
of 160 Bytes with a period of 20 ms, giving an overall 
workload of 1280Kbps. With such small packets and high 
transmission rate, the AC_VO class obtains poor 
performance when the setting defined by the IEEE 
802.11e standard, i.e. CWmin[AC_VO]=7 and 
CWmax[AC_VO]=15 are used. In the different sets of 
simulations reported in Table 2 the CWmin and CWmax 
were statically set at the beginning of each experiment. 
Results showed that RT performance of EDCA quickly 
and significantly degrade with growing workloads (in 
these conditions the AC_VO class is highly congested 
[12]) even in the presence of traffic from the highest 
priority class only (i.e. AC_VO). The reason is the high 
number of collisions, as the CWmin and CWmax settings 
provided by the standard provide too narrow a range of  
backoff values for the packets in the AC_VO class.  

   The results in Table 2 reveal that, although all the 
packets which are delivered arrive on time (i.e. they meet 
the 20 ms deadline assigned to them), the throughput is 
significantly higher for settings such as 
CWmin[AC_VO]=15, CWmax[AC_VO]=31 onwards than 
with the default settings CWmin[AC_VO]=7 and 
CWmax[AC_VO]=15 provided by the IEEE 802.11e 

protocol. 
 

CWmin CWmax Aver.delay (ms) Throughput (%)

7 15 17 62 

15 31 16 89 

31 63 7 99 

Table 2: Effects of varying CWmin, CWmax on 
AC_VO performance 

 
In addition, Table 2 shows that, with wider contention 

windows, the delay experienced by RT packets is 
reduced. This is due to the smaller number of collisions 
experienced by RT packets thanks to the broader range of 
backoff values. 

   From the various tests run it also emerged that a good 
way to reduce the collision probability is to vary CWmin 
and CWmax by doubling both of them. These results were 
also confirmed by other tests run with a greater number of 
stations and different workload conditions. 

Similar considerations can be made as far as the other 
ACs are concerned. In this paper we focus on industrial 
environments more general than the one addressed in [5], 
where the only traffic is RT, periodic and mapped into the 
AC_VO class. Here instead we address a scenario where a 
number of Workstations (WSs) transmitting different 
types of traffic (Voice, Video and Background) share the 
same channel with RT nodes transmitting small size 
periodic process control frames with tight deadlines. The 
aim of CWA here is to improve the performance of RT 
traffic. The parameter used in the CWA to assess the 
network load is the ratio between the number of collisions  
affecting the highest priority packets (coll(AC_VO)) and 
the total number of packets sent (pkts_sent(AC_VO)) in 
that AC during a given observation interval ∆t: 
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VOACsentpkts

VOACcollratio =   (4.1) 

 
This parameter gives the average number of collisions per 
packet, and is an index of the level of congestion on the 
network, with particular reference to the AC_VO class. 
The number of collisions can be easily obtained. Here we 
run ns-2 simulations, but also real measurements using 
network boards equipped with open source drivers are 
possible. In order to minimize the bias against transient 
collisions, an Exponentially Weighted Moving Average 
(EWMA) estimator was used. In a generic i interval, the 
value of ri

avg, to be used by the algorithm, is updated in 
the following way: 
 

1)1( −⋅+⋅−= i
avg

i
c

i
avg rrr λλ  (4.2) 

The CWA, when adapting the CWmin and CWmax of the 
various ACs, takes this parameter into account, in a two-
step procedure. First, the CWmin and CWmax of the 
highest priority class, i.e., AC_VO, are set. Second, to 
enforce the different QoS support offered to each AC 
according to the 802.11e standard, suitable changes to the 
CWmin and CWmax values for the other ACs are made. 
Let us examine the first step. 



• If ratio is below a given minimum threshold α, then the 
network is underloaded, so it is safe reducing (i.e. 
halving) CWmin and CWmax for AC_VO to speed up 
the backoff procedure;  

• If ratio is in between two values α and β, which are 
heuristically set depending on the requirements of the 
supported RT application, then the current CWmin and 
CWmax values for AC_VO are maintained; 

• If ratio is higher than β, but still below a maximum 
threshold γ, then the network load is high and thus, to 
reduce the probability of collisions, CWA increases 
CWmin and CWmax for AC_VO doubling their current 
values; 

• If ratio exceed the maximum threshold, then the 
network is heavily congested, so in order to drastically 
react, CWA doubles 2 times both CWmin and CWmax for 
AC_VO. This is to male the system more reactive to 
sudden traffic peaks.  
In the second step, CWA arranges the CWmin and 

CWmax values for the other ACs in order to maintain the 
differentiation between them, and thus between the 
various types of traffic. CWA, therefore, whenever the 
CWmin and CWmax values for AC_VO increase, 
enforces a cascaded increase in the CWmin and CWmax 
values for the other ACs, i.e. AC_VI, AC_BE and 
AC_BK.   

Here the upper bound for CWmax in the AC_VO class 
has been set to 63, because higher values, although 
reducing the probability of collisions, would excessively 
penalize the performance of this class, introducing too 
long backoff times. Fig.1 shows the above described 
procedure, written in pseudo-code.  

 

 

 

 

 

 

 

 

 

 

Fig. 1 The CWA algorithm 
 

The Increase procedure is used to increment CWmin and 
CWmax for the various ACs. It requires as parameter an 
integer value (equal to 1 or 2), which indicates the amount 
of increment to be done on the CWmin and CWmax values 
of all the ACs, according to the ratio value. Here we recall 
that here an increment means doubling the current values. 
Table 3 shows the possible combinations of CWmin and 
CWmax for the various ACs which may occur.  

The Decrease procedure is run whenever ratio is lower 
than the α threshold. Here a decrement means that the 
current CWmin and CWmax values are halved. For example, 
in Table 3, if the current combination at time t is the one 
displayed on the third row, and at time t+ ∆t ratio is less 
than α, the Decrease procedure will be invoked by CWA 

and the CWmin and CWmax values of the various delle ACs 
will be set as in the second row.  

 
 

 CW 
min 
(VO)

CW 
max 
(VO)

CW
min
(VI)

CW 
max
(VI)

CW 
min 
(BE) 

CW 
max 
(BE) 

CW 
min 
(BK) 

CW 
max 
(BK) 

1 7 15 15 31 31 1023 31 1023

2 15 31 31 63 63 1023 63 1023

3 31 63 63 127 127 1023 127 1023

4 31 63 127 255 255 1023 255 1023

5 31 63 255 511 511 1023 511 1023

 
Table 3: CWmin and CWmax combinations for CWA 

 

There is a potential problem when using CWA in the 
presence of stations that do not have traffic in the AC_VO 
class. If a station tries to transmit only traffic with a 
priority other than the highest (AC_VO), the CWA cannot 
react on the basis of the collisions affecting that type of 
traffic, as ratio is defined for the AC_VO class. 
To overcome this problem, the CWA shall consider the 
AC_VI ratio, expressed as (4.3) 
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VIACsentpkts

VIACcollratio =  (4.3) 

 
The CWA behaviour will be the same as before, with the 
only difference that, to be sure that CWmax for AC_VO in 
those stations which do transmit RT traffic in that class is 
no greater than CWmin for AC_VI in the stations which do 
not transmit traffic in the AC_VO class, the minimum 
possible value for CWmin for AC_VI will be set to 15 or 
63, according to the situation.  

To obtain the right value, the station will use a 
parameter, here called RT_NAV, which is obtained by 
summing the Duration Field of the AC_VO packets sent 
during a given observation interval (her chosen equal to 
300 ms). The AC_VO packets are identified by the Flow 
Identification field. All the stations are able to read the 
header of any packets in transit on the network as, 
according to the 802.11e standard, the Duration Field is 
used to calculate the Network Allocation Vector (NAV). 
The NAV and its associated timer are used to regulate the 
access to the medium for the various stations avoiding 
that a transmission trial would interfere with an on-going 
transmission. The CWA can therefore exploit these 
features of the standard to enable a station, which does 
not have traffic in the AC_VO class to transmit, to assess 
whether there are RT stations sending AC_VO traffic on 
the shared channel. If, after an observation interval, the 
station has a non-null RT_NAV value, CWA sets the 
CWmin value for the AC_VI traffic in that station to 63, 
otherwise the value 15 will be chosen.  

In the following Section, CWA performance obtained 
in different scenarios will be presented and discussed. In 
all the addressed scenarios, CWA is run on Workstations 
nodes (WSs), i.e., stations transmitting interference traffic 
(Voice, Video, Background), while RT stations, which  
transmit only periodic small-sized process control frames 



in the AC_VO class, will use the static CWmin(AC_VO) 
and CWmax(AC_VO) values defined by the standard [1], 
i.e. 7 and 15. 
 

5. Performance Evaluation 

Here two different scenarios have been considered to 
compare the performance of the EDCA with and without 
CWA. Simulations were run using the Network Simulator 
version 2.28, with the patch [13][14]. The thresholds used 
in the CWA procedure were α = 0.2, β = 0.6, γ =2, while 
in (4.2) λ=0.8. As said before, two different station types 
are present: RT and WSs. All the RT stations transmit 
traffic to the same Base Station, while WS exchange data 
between them and with an Access Point. RT traffic is 
periodic, of CBR type, with a period=20ms, bit 
rate=18kbps and packet size= 45 byte. In industrial 
environments, RT stations could be sensors which 
transmit field variables to a PLC, while WS are generic 
stations which use the same wireless channel to transmit 
consumer traffic (Video, Audio, http, ftp etc.).  
The performance parameters measured are throughput and 
delay for all the types of traffic, and the number of 
collisions for RT traffic. The Physical and MAC layer 
parameters in ns-2 were set as in Table 4:  

 
PARAMETER VALUE 

MAC 802.11e 

Physical Layer 802.11b 

SIFS 10us  

SlotTime  20us  

PreambleLength 144 bits 

  PLCPHeaderLength 48 bits 

PLCPDataRate 1Mbps 

DataRate 11Mbps 

BasicRate 1Mbps 

 ShortRetryLimit 7 

LongRetryLimit 4 

cfb Disabled 

ifqLen 50 

Routing DSDV 

Table 4: Simulation parameters for scenario 1  

5.1 Scenario 1 
In this scenario, on the same wireless network there are 

RT stations sending in the AC_VO class periodic traffic 
with tight deadlines to the BS, and WSs exchanging large 
packets generated with high data rates in the AC_VO 
class too. The WSs are inside the same geographic area of 
the RT stations.  

Simulations were run with a growing number of WSs, 
in the range [2, 10]. Each WS transmits packets of 1000 
Byte at a 1Mbps. This kind of traffic will be 
henceforward called “greedy”. The aim of this scenario is 
to highlight the RT performance in the presence of such 
WSs sending greedy interference traffic with the same 
priority of RT ones, i.e., in the AC_VO class. As said 
before, here CWA is run on the WSs, while the RT 
stations use the static setting foreseen in the EDCA 
protocol. Fig. 2 compares the throughput obtained with 

and without CWA. The CWA parameters The comparison 
reveals that there is a significant difference in throughput 
with and without CWA. For example, with 10 WSs, the 
throughput ratio is about 1/3, i.e., while standard EDCA is 
able to transmit about one frame out of three, CWA 
succeeds in transmitting almost all the RT frames. Even 
the throughput of greedy traffic improve, thanks to the 
CWA mechanism, which reduces the number of collision 
within the AC_VO class.  

Fig. 3 depicts traffic delay. As shown in the figure, 
when CWA is run, the RT delay is quite lower than the 
one experienced when standard EDCA is used.  

Finally, Fig.4 shows the number of collisions 
experienced by a RT station with and without CWA. The 
results prove that adapting the contention window size 
according to the network workload significantly reduces 
the number of collisions for RT traffic. This means that 
both the timing performance of RT traffic and the overall 
bandwidth exploitation improve.   
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.2: Throughput comparison (percentage) 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.3: Delay comparison 

 
 

 
 
 
 
 
 
 

 
 

 
Fig.4: Number of collisions for RT traffic 
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5.2 Scenario 2 

In this scenario, an Open Communication Environment 
(OCE) similar to the one in [4] is considered. Here, RT 
stations share the same channel with 5 WSs generating 
multimedia (Voice and Video) and Background traffic 
(BK). The aim of this scenario is to evaluate the RT 
performance in the presence of these interefering WSs. 
The RT traffic is the same used in scenario 1. For the set 
of WSs, the offered load, here indicated as GST, ranges 
from 10% to 100% of the 802.11b PHY data rate (11 
Mbps). Each WS generates λ packets per second for the 
different types of traffic, with the same rate, but different 
packet size. In order to impose the requested GST overall 
network load, λ is obtained as in formula (5.1) 
  

( ) )/(
PKPKPK BKVIVO

sframe
Gst

++
=λ  

 
where PKVO, PKVI and PKBK represent the packet size 
(bits) transmitted in each AC by the WSs (Table 5).  

 
Parameter RT Stations Workstations 

Traffic RT VO VI BK 

CW CWmin[VO]=7 
CWmax[VO]=15 

CWA CWA CWA 

AIFSN 2 2 3 7 

Packet size 
(byte) 

45 160 1280 1600 

Table 5: Traffic parameters in Scenario 2 
 
Figs. 5-6 show the performance of RT stations, while 

Figs. 7 depicts the throughput obtained for WSs. For RT 
traffic, the benefits of CWA, in terms of throughput 
(fig.5) and delay (Fig.6), are evident. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5: RT Throughput comparison in Scenario 2 

 
There is an improvement even for traffic generated by 

WSs, both in throughput (Fig.7) and delay values (not 
shown for reasons of space).  

 
6. Conclusions 
CWA proved to be successful in reducing the number 

of collisions while maintaining traffic differentiation 
between the different ACs in both scenarios investigated 
in this paper. Further work will deal with implementation 
of CWA on COTS network boards. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: RT Delay comparison in Scenario 2 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 7: WS throughput comparison in Scenario 2 
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Abstract— This paper addresses the architecture, protocol 

stack and routing algorithm of a framework, called RTPAW 
(Real-Time Power-Aware) devised to support energy-efficient 
real-time communication over Wireless Sensor Networks (WSNs) 
used in monitoring applications. The aim of RTPAW is to provide 
soft real-time traffic with an appropriate QoS while reducing the 
energy consumption of the nodes, which have to work for long 
periods without the possibility of replacing their batteries. The 
proposed framework exploits the features of an Aggregation level 
introduced between the MAC and Routing layers. This layer 
mainly deals with reducing the amount of energy dissipated, 
while the Routing layer is entrusted with achieving the desired 
QoS, in terms of  delivery speed, to support the transmission of 
soft real-time traffic. The paper presents the RTPAW 
performance and discusses the way there are affected by changes 
in the operating parameters and network load. 

I. INTRODUCTION 

A Wireless Sensor Network (WSN) for monitoring 
applications typically consists of nodes which process their 
data and exchanging it amongst themselves as well as with a 
base station via a Sink node. As WSN nodes are generally 
located in the proximity of or inside the phenomenon they are 
monitoring, and the environments involved are often remote or 
hostile to humans, they should be able to function without 
human intervention for as long as possible. In order to meet 
the long-lasting autonomy requirement, low-power 
consumption is the main issue to be tackled. For this reason, 
and to allow for deployment of WSNs at affordable production 
costs, low-power processors and very small memories are 
typically used. This, however, is not sufficient, as the amount 
of energy consumed by communications in WSNs is usually 
much greater than that used for processing. There is therefore 
a major need for protocols able to optimize power 
consumption, so as to prolong the lifetime of the nodes and 
thus that of the network as a whole. However, the requirement 
on power consumption clashes with the need for real-time 
support, which comes out as WSNs used for monitoring 
applications mostly feature periodic soft real-time traffic and 
thus require a way to enforce a minimum data delivery speed 
so as to meet delay constraints. 

The communication protocols for WSNs existent in the 
literature aim either at minimizing power consumption  (e.g., 

[1], [2] and [3]) or at providing soft real-time traffic with the 
desired QoS  (e.g., [5] and [6]). This paper describes the Real-
Time Power Aware Framework (RTPAW), which targets a 
trade-off between power consumption and delivery speed by 
exploiting the features of both categories of protocols. An 
earlier version of RTPAW was sketched in [10]. Here we give 
a more detailed description. In addition, a performance 
evaluation of RTPAW performance, obtained by ns-2 
simulations, is presented. The sensitivity of RTPAW 
performance to changes in the operating parameters and 
network load is also discussed. 

II. RELATED WORK AND MOTIVATION  

A. Related work 

In order to minimize power consumption, cluster-based 
routing protocols, such as LEACH [1] and MECH [3], adopt a 
hierarchical routing strategy. A limited number of always 
active nodes, called cluster heads, form a backbone, while the 
other nodes can remain asleep and only wake up when data is 
being sent. The cluster heads are elected in rotation and remain 
cluster heads for a certain period of time, called a round. Intra-
cluster communication uses Time Division Multiple Access 
(TDMA). A super-frame is created, in which each node has its 
own time slot. Once data is acquired, the cluster heads transmit 
it directly to the base station. Code Division Multiple Access 
(CDMA) is used in order to reduce the impact of radio 
interference between different clusters. This approach enables 
energy saving, but suffers from scalability problems which 
make it unsuitable for large networks, as it requires clock 
synchronization at a network level, which is only possible for 
small networks. Moreover, in LEACH cluster heads 
communicate directly with the base station. On the other hand 
MECH supports hierarchical message forwarding, but does not 
guarantee any QoS. 
Another class of routing algorithms has been developed with 
the aim of providing WSNs with a given QoS. Among them, 
SPEED [5] and MMSPEED [6]. Based on geographical 
routing, which is particularly efficient in networks covering a 
large geographical area, both approaches try to guarantee a 
minimum speed in data delivery. However, these algorithms 
were developed on 802.11 and do not target power 
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consumption. 
Conversely, the RPAR [4] protocol targets real-time 

applications and at the same time tries to optimize power 
consumption, constantly regulating the transmission power. 
This approach is, however, affected by anomalous behavior in 
heavy traffic conditions, which tends to favor network 
congestion. The reason for this behaviour is that, when a node 
is congested, due to high contention, it has to undergo a large 
number of retries before transmitting a packet correctly, due to 
high collision probability. Hence, RPAR increases the 
transmission power, worsening the situation. In addition to this 
problem, it has to be highlighted that energy saving is limited, 
as nodes never go to sleep. 

B. Motivation 

Our proposal derives from the need to find a communication 
technique for WSNs that is efficient as regards power 
consumption and able to support soft real-time traffic. Another 
highly desirable characteristic is the ability to use, where 
possible, standard protocols or established protocols that have 
been widely studied (e.g. in [9]). For this reason in this work 
we chose to use the 802.15.4 standard [7],[8] for the MAC 
layer, whereas for the routing layer we envisaged an adapted 
version of SPEED. 

III.  THE RTPAW FRAMEWORK 

A. Network architecture proposed 

As geographical routing is not based on the physical address 
of a node, but on its position, if there are several nodes 
geographically very close to each other, not all of them have to 
be active at the same time. This allows for energy saving. To 
achieve an alternation between activity and sleep periods, a 
proper network architecture has been devised. 

The RTPAW architecture inherits the main features of 
cluster-based protocols, but introduces a set of new concepts. 
The nodes are grouped into clusters, which we call Aggregated 
Units (AUs). The AU structure is different from that of the 
clusters in the protocols currently proposed in the literature. 
Here, the nodes in an AU belong to three different categories: 

• Cluster Head (CH); 
• Relay Node (RN); 
• Cluster Node (CN). 
In each AU there is one CH, one RN and a varying number 

of CNs, as shown in Fig. 1. The CH has the task of collecting 
data from the sensor nodes belonging to the cluster (the CNs) 
and periodically transmitting it to the RN. The task of the latter 

is to forward the data to other RNs or the Sink node. In this 
architecture, therefore, the CH handles transmission within the 
cluster, while the RN handles transmission outside the cluster. 

There are three different types of traffic: communications 
between the CH and the CNs, the ones between the CH and the 
RN, and the ones between RN and RN or RN and Sink. The 
first and second types of traffic are periodic and, as we will 
explain later, mainly aim at the functioning of the AU (and are 
managed by the Aggregation Layer). The third type of traffic is 
not periodic, and is handled at a higher layer, as it is relevant 
to the single AUs (and is managed by the Routing Layer).  

Splitting the RN and CH roles implies several benefits. 
Firstly, the RN is able to perform full time packet forwarding, 
thus we have better routing performance: if RN and CH roles 
were unified in the CH, packet forwarding could be performed 
only when there is no data from CNs. This would require 
network-wide clock synchronization and reduce the bandwidth 
utilization (CH would be a bottleneck).  The parallelism 
between RN and CH operations achievable splitting the roles 
provides a better bandwidth exploitation, and reduces latencies 
and chances of congestion. Furthermore, having RN and CH 
roles, in conjunction with the use of different radio channels 
for nearby AUs, allows for isolation between contention-free 
intra-cluster communications and contention-based inter-
cluster communications, to the benefit of both performance 
and network scalability. 

B. Protocol architecture of the RTPAW Framework 

 The RTPAW protocol architecture proposed here features 
an Aggregation Layer which acts as a mediator between the 
MAC and Routing layers for the combined handling of energy 
awareness and real-time support. The Aggregation Layer deals 
with creating and managing the AU and transmitting the first 
two types of traffic described before. The Routing Layer lies 
above the Aggregation Layer and forwards packets between 
AUs, thus handling the third type of traffic. In this 
architecture, the MAC layer closely collaborates with the 
Aggregation layer to provide the Routing layer with a uniform 
view of the set of sensor nodes making up the AU. The basic 
addressable entity in the Routing layer is therefore not the 
single WSN node, but the single AU. 

The Aggregation layer is split into two sub-layers, with the 
lower part (called MAC-dependent) which strongly depends 
on the MAC protocol used and represents an extension of the 
basic functions needed to implement the level above. This sub-
layer has to provide primitives in order to set the radio 
channel, put nodes to sleep and wake them up, query the 
battery charge status, perform channel scans (i.e. Energy 
Detection scans), send and receive frames. Using this set of 
primitives it is possible to create the MAC- independent sub-
layer. The upper layers primitives depend on the protocol 
used; however, a set of basic primitives should be provided for 
every protocol. For example, the MAC-independent part of the 
Aggregation Layer should always provide primitives to create 
the AU, set up the AU (i.e. beacon period), manage the AU 
(i.e. CH or RN election),  send and receive data (i.e. CN to 

 
 
Fig. 1.  RTPAW Network architecture 



 

CH or CH to RN). While the Routing layer should always 
provide primitives to send and receive data (i.e. RN to RN), 
and to send control packets whenever needed. 

The main task of the Aggregation Layer is to create and 
handle the cluster and the aim is to reduce consumption by 
scheduling periods of activity and sleep periods. The 
Aggregation Layer may also perform some data processing if it 
is not single CN data, but some aggregated quantity obtained 
from multiple CN samples, that has to be forwarded in the 
WSN. As mentioned previously, the MAC level and the MAC-
dependent part of the Aggregation Layer work closely, as the 
activity periods may coincide with certain states of the MAC 
Layer. For example, if TDMA is used for transmission inside a 
cluster, it is possible to make nodes go to sleep during time 
slots other than their own. Above the Aggregation Layer 
virtually any routing algorithm providing a certain QoS can be 
used. The algorithm will operate viewing the whole AU as a 
single node. 

The expected advantages of the proposed architecture are: 
•  Reduced power consumption, depending on the efficiency 
of the Aggregation protocol used; 

•  Advanced QoS management, depending on the efficiency 
of the Routing protocol used. 

Moreover, depending on the aggregation protocol used, as 
the routing unit is the whole AU, rather than the single node, 
the AU will continue to live even if several of its nodes cease 
to function. In addition, the distance between two aggregated 
units is much greater than that between the single nodes in the 
network. Therefore, if a geographical routing algorithm is 
used, the system is less sensitive to the inaccuracy of location 
mechanisms. 

IV.  THE PROTOCOLS USED 

A. Physical and MAC Layer 

At PHY and MAC layers the 802.15.4 standard [7],[8] has 
been adopted; the non-beacon enabled mode has been chosen 
to guarantee greater scalability and fault tolerance. In order to 
avoid inter-AU interference, we create a cell-based 
architecture using the 16 different radio channels on 2.4GHz. 
In this manner it is possible to make the radio cells at the 
Physical layer coincide with the AUs at the Aggregation Layer. 
Selection of the transmission channel can be automatic during 
initialization of the nodes, using the Energy Detection scan 
(ED scan) procedure defined in [7] and [8], or set according to 
the position of a node. In the latter case, we can create the 
cellular radio architecture by manually setting transmission 
channels with the aim of minimizing the interferences among 
nodes on different AUs.  

B. Aggregation Layer 

The Aggregation Layer handles data transmission in a single 
AU. In every AU a super-frame structure is created, and each 
CN belonging to the AU sends data to its own CH, during the 
assigned timeslot. It should be noted that the Aggregation 
Layer super-frame, which is shown in Fig. 2, is not mapped on 

the 802.15.4 super-frame, but is created at a higher level using 
the 802.15.4 non-beacon enabled mode. An important 
difference between RTPAW and the other cluster-based 
protocols existent in the literature is that, whereas the latter 
ones usually require network-wide clock synchronization, our 
protocol requires synchronization at the AU level only. 

As mentioned previously, in our approach there are not only 
cluster heads (CHs) and nodes belonging to a cluster (CNs), 
but also relay nodes (RNs). A CH and an RN are elected in 
each cluster. The former collects data from the other nodes 
(except the relay node), whereas the latter forwards packets 
from one cluster to another. It is necessary to provide a small 
period of time in which the CH and RN nodes synchronize 
their data. The RNs must always be active, while the CHs can 
go to sleep only after synchronization with the RN. All the 
others can go to sleep and only wake up to receive 
synchronization signals from the CH or to transmit their data 
during the assigned time slot. As CHs and especially RNs 
consume more power than the other nodes, they have to be 
elected in rotation, in such a way as to balance the power 
consumption.  

The normal functioning of the protocol is divided into three 
different phases: initialization, election and data transfer. The 
initialization phase is executed when a node is first activated, 
whereas election and data transfer alternate, not necessarily at 
regular intervals. The following is a brief description of the 
three phases. 

1) Initialization: The main aim of the initialization phase is 
definition of the cellular architecture. We assume that all the 
nodes know their own position and that they have been 
randomly arranged with a relatively uniform density. It is 
therefore possible to create a homogeneous cellular structure, 
as a grid subdividing the area being monitored into a number 
of small uniform regions, each hosting a cell. The next step is 
the first election, during which any of the nodes equipped with 
the greatest amount of energy can be elected as the CH of his 
AU. Then the CH elects the RN (as described below) and 
sends the transmission schedule to the CNs. 

2) Election: In cluster-based protocols integrating a cluster 
head rotation mechanism, whenever a CH is elected it is 
necessary to reconstruct the whole cluster. In the presence of 
tight deadlines, or when constant updating of the variables 
being monitored is needed, this may degrade the QoS.  It was 
therefore decided to separate the distributed algorithm for the 
first election from the one used later on, which is centralized. 
In the latter case, at a certain point (after a pre-established time 
or because its remaining power has dropped beneath a given 
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threshold) the CH autonomously decides which node is to be 
its successor and notifies the node involved. From the next 
transmission cycle onwards, the new CH will start operating. 
The decision regarding the next CH is based on the residual 
energy of the nodes in the cluster, signalled in the frame that 
nodes send during normal transmission phases. 

Election of the RN is different. The CH elects the RN 
autonomously when it is requested. An RN whose power has 
dropped beneath a certain threshold notifies the CH during 
their synchronization phase. The CH consequently chooses as 
the next RN whichever of the nodes with the greatest amount 
of energy has the strongest signal. The former information can 
be directly devised by the hardware, while the latter can be 
obtained with a negligible overhead, inserting it in the packets 
that CN nodes send to the relevant CH. 

3) Data transfer: Intra-AU data transfer follows a pre-
established synchronized sequence which emulates a super-
frame structure in the Aggregation Layer. In this way, it is 
possible to avoid collisions. The super-frame starts with a 
beacon frame from the cluster head, used for transmission 
synchronization in the AU. After the beacon, there are time 
slots during which the CNs can transmit their data to the CH, 
using TDMA. During all the time slots assigned to the other 
nodes, a CN can go to sleep. It must, however, wake up again 
on time to receive the next beacon frame. The last section of 
the super-frame is for synchronization between the CH and the 
RN. In the meanwhile, the RNs form a backbone of nodes that 
are always active in forwarding packets to the Sink node. They 
communicate over a single dedicated channel, so during the 
synchronization phase it is necessary to switch channels 
temporarily. When the RN acquires the updated CN data from 
the CH, it forwards it as defined by the Routing Layer. Only 
RNs can forward data, so they are the only nodes that run the 
routing algorithm. 

C. Routing Layer 

As the Routing layer is located above the Aggregation layer, 
packets are not addressed to single nodes, but to single AUs. 
So, the only task of the routing algorithm is to forward packets 
from a source AU to their final destination, usually the Sink 
node. The scenario RTPAW was devised for is one in which 
the WSN comprises a large number of nodes and may cover a 
wide area. For this reason, although the underlying 
Aggregation layer contributes towards increasing the 
scalability of the network, the algorithm used for routing 
between the AUs has to be able to handle a large network 
without any difficulty. In addition, it is advisable to use a 
routing algorithm that is as fault-tolerant as possible. As said 
before, the presence of an underlying Aggregation layer 
mitigates the system-wide impact of faults occurring in single 
nodes. Finally, the routing algorithm has to make it possible to 
achieve the desired QoS, which in our case is delivery speed. 
A routing algorithm which possesses all these features is 
SPEED [5]. For this reason a SPEED-inspired approach is 
used in RTPAW. There are a few differences between the 
RTPAW adapted version of SPEED and the one described in 

[5], which are given below.  
In RTPAW, the forwarding of packets does not involve 

singol nodes, but whole AUs (through RNs); therefore the 
address used here to route data packets is not constituted by 
the real geographical coordinates of the current RNs, but on 
the virtual coordinates of the whole AU, which are an 
approximation of the AU centroid coordinates. Another 
difference is that hop-to-hop transmissions require Acks, and 
the per-hop delay is calculated according to the formula  

2/)( sackq TTWdelay −+=                         (4.1) 

where 
qW  is the time elapsed waiting in a queue, 

sT  is the 

arrival time of a packet and 
ackT  is the time when the Ack is 

received. 
Finally, as the RNs periodically change, we need some 

means to keep the network in the steady state even after  the  
election of new RNs. When a new RN is elected, the old one 
sends the new RN its neighbouring table. As soon as an RN 
becomes active, it immediately sends a broadcast beacon, so 
that its neighbours can update their neighbouring tables with 
the MAC address of the new RN. A second beacon is sent after 
a short time, in order to minimize the chance that any 
neighbours will fail to update their table. Then the node can 
start to send periodic beacons normally, as described in [5]. 

V. SIMULATIONS AND EVALUATION  

In order to evaluate the effectiveness and performance of 
the RTPAW framework, we simulated the network 
architecture and the protocol stack of the framework with the 
ns-2 [11] tool. For the physical parameters of the simulated 
nodes, the datasheet of COTS devices, i.e., the MaxStream 
XBee modules [12], were taken into account. We performed 
several simulations, with different network loads and number 
of nodes. In the following subsections, the results obtained in 
terms of energy consumption, e2e delay and delivery speed are 
discussed. 

A. Energy efficiency of  RTPAW 

The energy efficiency evaluation was initially performed 
upon a small-sized network, to avoid excessively long 
simulation run-times. In this evaluation it is important to have 
a long simulated time, as our aim is to estimate the average 
node consumption in the long term. For this reason, we 
considered a scenario made up of 135 sensor nodes grouped in 
9 AUs, each with 15 nodes. The monitoring area is set to 900 
m2 (a square with 30 m sides), while the area covered by a 
single AU is 100 m2 (a square with 10 m sides). Each sensor 
node sends its data every 10 seconds towards the Sink node. 
The payload of a CN data packet is only a 4bytes integer, but 
considering the overhead due to the 802.15.4 and RTPAW 
headers, the frame length for a CN data packet is 15bytes. The 
setpoint speed [5] (that is, the minimum forwarding speed) is 
set to 1 km/s. Twelve hours of network functioning were 
simulated.  

The efficiency index adopted here is the mean power 
consumption of a node inside an AU. We evaluated this 



 

parameter measuring the residual energy power in each sensor 
node at regular time intervals (every hour) and then calculating 
the arithmetical mean of the residual energy obtained from 
each node belonging to the same AU. 

The mean residual energy of each AU as a function of time 
is shown in Fig. 3. Looking at the figure, we notice that the 
mean consumption for AU_0 is the lowest. This is because in 
AU_0 nodes communicate directly with the Sink node. Here 
the Sink node replace the RN, and no other RN is needed in 
this AU. The energy consumption of the Sink node is not taken 
into account in the figure, because we assumed that the Sink 
node is directly connected to a power source. Fig. 3 highlights 
two important features of the RTPAW framework. The first is 
the energy consumption balance among different AUs, which 
all, except for AU_0, maintain very close energy values along 
the time axis. The second is the linearity of the AU mean 
residual energy curves. 

Both features are obtained thanks to the Aggregation Layer, 
which schedules transmission and sleep times in a constant and 
fair way among the CNs. The only not-constant (and not-
linear) part of the AU energy consumption is due to the RN. 
However, as the RN never goes to the sleep state and for 
sensor nodes the difference in the energy consumption of 
transmit and receive states is small, this part could also be 
approximated to a constant value.   

Thanks to the linearity of the residual energy curves, it is 
possible to estimate the AU mean energy consumption per 
time unit. As a result, energy consumption over an arbitrary 
time interval or an approximation of the overall network 

duration can be calculated (but, in this case, the battery 
capacity as well as the mean energy consumption have to be 
considered). The computation of the mean AU energy 
consumption is equivalent to the computation of the angular 
coefficient of the line representing the mean AU energy. 
Making use of the linearity of the AU mean energy 
consumption, we can approximately estimate the power 
consumption in very large networks, by simulating only a few 
minutes (e.g., some dozen) of network functioning. Fig. 4 
shows a graph obtained from a simulation of 25 minutes of 
network functioning. In this scenario we have 1500 nodes 
grouped into 100 different AUs. The monitoring area is 10000 
m2 (a square with  100 m sides), while the area covered by a 
single AU remains set to 100 m2. The setpoint speed also 
remains set to 1 km/s too. Fig. 4 shows that the mean 
consumption of a node in any AU (other than AU_0) in this 
simulation is just above 12 mW. Without RTPAW, assuming 
that nodes are in the receive state for the 90% of their time and 
the remaining 10% are transmitting data, the mean 
consumption is about 163 mW. Thus, by lowering the duty 
cycle of the nodes through the Aggregation Layer, RTPAW 
reduces the power consumption by an order of magnitude. 

What mostly affects power consumption is the length of the 
super-frame. In fact, with a longer super-frame, nodes can stay 
asleep for a longer time. As the super-frame becomes smaller, 
the CH and CN duty cycles increases, so we necessarily have 
an increase in power consumption, as shown in Fig. 5. The 
energy consumption obtained in our simulations is, however, 
much lower than the estimated 163 mW without node duty 
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Fig. 3.  Mean AU residual energy. 
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Fig. 5.  Mean AU power consumption vs. varying super-frame length. 
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Fig. 6.  End-to-end deadline hit ratio, miss ratio and dropped packets vs. 
varying super-frame length. 
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Fig. 4.  Mean AU power consumption per time unit (1500 nodes grouped in 
100 Aus; each node sends data every 10 s). 
 



 

cycles (with the assumptions explained before). Finally, we 
notice that the plot in Fig. 5 shows an asymptote slightly lower 
than 12 mW. This is due to the RN, which always stays awake, 
while all the other nodes reducing their power consumption by 
lowering their duty cycles. So, when the super-frame length 
increases greatly, the mean power consumption of a node 
inside an AU converges to the sum of the power consumption 
of the RN plus the power consumption of the other AU nodes 
in the sleep state, divided by the number of AU nodes. 

B. QoS offered by RTPAW 

To assess the QoS support offered by RTPAW the second 
scenario used in the previous paragraph was adopted. Here, the 
packet generation period ranges from a minimum of 10 
seconds (with an overall network injection rate of 150 packets 
per second) to a maximum of 1 second (with an overall 
network injection rate of 1500 packets per second). The 
payload of the CN data packet is a 4bytes integer, which, 
considering the overhead due to the 802.15.4 and RTPAW 
headers, results in a frame length for the CN data packet of 
15bytes. The final destination of every packet is the Sink node. 
The simulated time for this scenario was set to 25 minutes.  

The graph in Fig. 6 summarizes the QoS performance in 
terms of end-to-end (e2e) speed hit ratio, miss ratio and 
dropped packets obtained by RTPAW. Here we highlight that 
there is a speed hit every time a packet reaches its final 
destination with a delivery speed greater or equal to the 
setpoint speed, and that end-to-end refers to the path from the 
source RN to the Sink node. In the opposite case, there is a 
speed miss. Dropped packets are due to network congestion. 
Referring to Fig. 6, the hit ratio always remains very close to 
100% with almost any super-frame length, and decreases to 
about 95% with a 1-second super-frame (with an overall 
packet injection rate of 1500 packets per second). The 
percentage of late and dropped packets are both negligible in 
almost every simulation, and they increase equally at about 3% 
in the case of a 1-second super-frame.  

The results in Fig. 7 and Fig. 8 represent the mean e2e delay 
and the mean e2e packet delivery speed, respectively, with a 
varying super-frame length (and therefore with a varying 
network load). Both delay and speed values remain almost 
unchanged until a 3-seconds super-frame (corresponding to a 
packet injection rate of 500 packets per second) is reached. 
When the network load increases, QoS slightly worsen, 
however both delay and speed values remain (considering the 
setpoint speed set to 1km/s) satisfactory. 

  
VI.  CONCLUSIONS AND FUTURE WORK 

Performance results obtained through ns-2 simulation 
showed the good behaviour, in terms of both QoS support and 
energy consumption, of the RTPAW framework. Future work 
will address implementation on COTS ZigBee modules and 
the development of novel routing protocols for RTPAW.  
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Fig. 7.  End-to-end mean packet delay vs. varying super-frame length. 
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Abstract 
We discuss the development of a simple globally 

prioritized multi-channel medium access control (MAC) 
protocol for wireless networks. This protocol provides 
“hard” pre-run-time real-time guarantees to sporadic 
message streams, exploits a very large fraction of the 
capacity of all channels for “hard” real-time traffic 
and also makes it possible to fully utilize the channels 
with non real-time traffic when hard real-time 
messages do not request to be transmitted.  

The potential of such protocols for real-time 
applications is discussed and a schedulability analysis is 
also presented. 

1. Introduction 
We consider the problem of designing a multi-

channel medium access control (MAC) protocol for 
wireless networks. That is, our MAC protocol is 
designed for nodes equipped with radio transceivers 
that can receive in multiple channels at the same time. 
Such design aims at providing pre-run-time guarantees 
for real-time traffic, and thus we design a globally 
prioritized MAC protocol. 

The fact that it is globally prioritized means that the 
transmission of a message is only delayed if all 
channels are being used to transmit higher-priority 
messages. Such a protocol would give application 
developers the ability of achieving “hard” pre-run-time 
real-time guarantees to sporadic message streams and 
exploit a very large fraction of the capacity of all 
channels for “hard” real-time traffic. It would also 
make it possible to fully utilize the channels with non 
real-time traffic when hard real-time messages do not 
request to be transmitted. Unfortunately, the current 
research literature does not (as far as we know) offer 
such a protocol [1]. 

We give a preliminary discussion on such a protocol 
and show how it can be designed. We also propose a 
schedulability analysis for it. Initially, we assume that 
each computer node is equipped with one transmitter 
module that can transmit to any selected channel and 
the computer node is also equipped with CH receiver 
modules where each receiver module is assigned to a 

specific channel (CH denotes the number of channels). 
Since contemporary hardware does not have this 
capability, we will later on in this paper discuss how 
our new protocol can be adapted to contemporary 
hardware. 

The remainder of this paper is structured as follows. 
Section 2 presents the system model and the 
assumptions we make. Section 3 presents the MAC 
protocol whereas Section 4 presents its schedulability 
analysis. Section 5 discusses practical aspects and 
previous works on multi-channel MAC protocols. 
Finally, Section 6 gives conclusions and future work. 

2. System model 
Consider m computer nodes in a single broadcast 

domain, that is, every computer node can hear every 
other transmission. We assume 1≤m≤UBm, where UBm 
is an upper bound on m. It is assumed that computer 
nodes do not know m but they know UBm. 

Each computer node is equipped with one 
transmitter module that can transmit to any channel and 
the computer node is also equipped with CH receiver 
modules where each receiver module is assigned to a 
specific channel. We say that channel 1 is the control 
channel, meaning that it will be used for arbitration. It 
is assumed that the transmission on one channel does 
not interfere with a transmission on another channel. 

If an arbitrary computer node broadcasts an 
unmodulated carrier wave for TFCS time units, then 
any other node will reliably detect the existence of that 
carrier wave. Let CMAX denote the maximum packet 
size. We assume that the computer node can call a 
function carrierOn which causes the transmitted 
module to immediately start transmitting a carrier. 
There is also a function carrierOff which causes 
the transmitted module to immediately stop 
transmitting a carrier. This is close to a realistic 
transceiver; typically they are also able to start and stop 
the transmission of an unmodulated carrier within just 
one microsecond. Each message is assigned a priority. 
It is assumed that priorities are assigned such that any 
set
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Figure 1. The illustrated MAC protocol is prioritized, but it does not allow parallel transmissions. The black filled rectangles 
indicate that the computer node sends an unmodulated carrier. 

 
of messages that are contending with each other has 
unique priorities. One way to achieve this is to use the 
sporadic model (see Section 4) and assign unique 
priorities to message streams. It is assumed that a high 
number means high priority. Occasionally, we speak 
about the priority of a computer node and then it means 
the priority of the highest-priority message of that 
computer node. 

3. Multi-Channel MAC 
We will present three multi-channel MAC protocols. 

First, Section 3.1 presents a multi-channel MAC 
protocol assuming a slotted system; that is, an external 
device notifies all computer nodes that a slot starts. We 
let S denote the slot size. We do not bother about 
identifiers of slots; we only care about ensuring that all 
computer nodes know the start time of a slot.  

Then we will (in Section 3.2) extend this protocol to 
a slotted system but without any external reference 
signal. Finally, we will (in Section 3.3) show how the 
protocol (in Section 3.2) can be designed to be used for 
existing transceivers.  It will be designed for computer 
nodes equipped with only a transceiver and this 
transceiver can at a moment only transmit to one 
channel (which may be changed at run-time) or receive 
from one selected channel (which can be changed at 
run-time); that is, it cannot listen to all channels at the 
same time. 

3.1. Multi-Channel MAC for Slotted Systems 
A prioritized MAC protocol should select the CH 

highest priority messages among all messages that are 
contending at an instant. In order to build up the 
intuition to understand the design of the new protocol, 
consider Example 1. 

Example 1. Consider Figure 1. It shows four 
computer nodes N1, N2, N3 and N4 and there are two 
channels available (CH=2). Each computer node 
requests to transmit a message at time 0. The message 
requested to be transmitted by node Ni has priority i. 

We use a scheme similar to black-bursts [5] but we 
will modify it slightly. Every computer node waits for 
the beginning of a time slot. A time slot starts at time 0; 
time S, time 2S, time 3S, etc. We will now consider the 
time interval [0,S). This time interval consists of the 
interval [0,S-(CMAX+G)) and [S-(CMAX+G),S). (G is 
a parameter that will be discussed later on). The former 
interval is used for arbitration for the medium and the 
latter is for transmitting the data payload. The time 
interval [0,S-(CMAX+G)) is split into UBm 
subintervals. Let us index these subintervals 
1,2,3,…,UBm. In Figure 1, it is assumed that 
UBm=m=4. A node sends a pulse of an unmodulated 
carrier wave in the beginning of a subinterval.  

A node with priority i does this for the subintervals 
with index 1..i. For example, node 1 sends a pulse in 
the  
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Figure 2. This MAC protocol is prioritized and allows parallel transmissions. The filled black rectangles indicate that the computer 

node sends an unmodulated carrier. 
 

beginning of subinterval 1 and in the beginning of 
subinterval 2. For those subintervals, for which a node 
does not send an unmodulated carrier wave, the node 
performs carrier sensing in the beginning of the 
subinterval. For example, node 1 performs carrier 
sensing in the beginning of subinterval 2. 

If a computer node detects a carrier th
elf as a loser. For example, node N1 declares itself as 

a loser in subinterval 2. A computer node declares itself 
as a winner if it did never detect a carrier wave and 
then it sends its packet during [S-(CMAX+G),S). 
Unfortunately, there is only one winner.      � 

It can be seen that the MAC protoco  illu tr d in 
ample 1 achieves prioritization. But only one 

computer node sends so it does not exploit the 
opportunity for parallel transmission on different 
channels. Example 2 illustrates how the behavior 
should be changed to allow parallel transmissions. 

Example 2. Consider Figure 2. It shows 
mputer nodes N1, N2, N3 and N4 and there are two 

channels available (CH=2). Each computer node 
requests to transmit a message at time 0. The message 
requested to be transmitted by node Ni has priority i. 

The computer nodes send unmodulated carriers as
ample 1. But in addition to that, a computer node 

sends a carrier in the later part of a subinterval if it lost 
in this time interval. For example, node 1 lost in the 

carrier in the later part of the second subinterval. In 
each subinterval, there can be at most one node that lost 
(assuming that priorities are unique). For this reason, 
all computer nodes will not only know the priority of 
the winner, but they will also know for each priority 
level if this priority level lost. And in this way, all 
nodes will know the priority of the node with the 
highest priority, the priority of the node with the 
second highest priority, and so on. This allows us to 
design a MAC protocol that achieves global 
prioritization.           � 

Having seen the main idea on how to design a 
globally priori zed M C col w

sition to formally state the new protocol. 
To simplify the presentation of the protocol, we do 

it using timed-automata like notation. 
resented as vertices and transitions are represented 

as edges. An edge is described by its guard (a condition 
which has to be true in order for the protocol to make 
the transition) and an update (an action that occurs 
when the transition is made). We let “/” separate the 
guards and the updates; the guards are before “/” and 
the update is after. Let “=” denote test for equality and 
let “:=” denote assignment to a variable. For those 
transitions with an update having many lines of code, it 
is assumed that the lines are executed sequentially. 

N1

N2

N3

time 0 

N4 N4 sends a packet on channel 1 

N3 sends a packet on channel 2 

S- CMAX+G S ( )



Figure 3 shows the automaton. It describes the behaviour that every computer node does. First a
7 6 5

4

3

210/

x>=(i-1)*(2H+2G)+2H+2G+G/
send packet

winnerprio!=-1/ x>=(i-1)*(2H+2G)+2H+2
and i=UBm/

G

if winnerpriority!=-1 then
  h := {}
  for i := mUB downto 1 do
    if |h|<C-1 and
      lostinsubinterval[i]=TRUE then
        h := h union {i}
    end if
  end loop
  h := h union {winnerpriority}
  if prio is in h then
    winner := TRUE
    listen := FALSE  
  end if
end if
swtich all receiver modules and
the transmitter module on

chan_prio_tupples := {}
for i := 1 to |h| do
  chan_prio_tupples := 
    chan_prio_tupples union
     (i, i:th element in h}
end for
if winner=TRUE then
  (A,B) := the tupple
    (A·,B·) in chan_prio_tupples
    such that B·=prio
end

x>=(i-1)*(2H+2G)+2H+G/
if lostinsubinterval[i]=TRUE then
  setCarrierOn()
else
  setCarrierSensorOff()
end if

carrier?/
winner := FALSE
lostinsubinterval[i] := TRUE

x>=(i-1)*(2H+2G)+H+G/
if lostinsubinterval[i]=TRUE then
  setCarrierOn()
else
  setCarrierSensorOff()
end if

winnerprio==-1/
x>=(i-1)*(2H+2G)+H/
if (i<=prio and winner=TRUE)
  setCarrierOff()
else
  setCarrierSenseOff()
end if

x>=(i-1)*(2H+2G)+2H+2G
and i<UBm/
i := i +1

carrier?/
if winner=true then
  lostindex := i
end if
winner := FALSE
lostinsubinterval[i] := TRUE
winnerpriority := i

/
if (i<=prio and winner=TRUE) then
  lostinsubinterval[i] := FALSE
  setCarrierOn()
else
  lostinsubinterval[i] := FALSE
  setCarrierSenseOn()
end if

the signal that signifies that a
slot starts is received/
i := 1
x := 0
if (msgQueue/=empty) then
  winner := TRUE
  listen := FALSE
  sendMsg := dequeueHPMsg()
  prio := sendMsg.prio
else
  winner := FALSE
  listen := TRUE
  sendMsg := NULL
  prio := 0
end if
lostindex := UBm+1
winnerpriority := -1
switch all receiver modulates
for channels 2..CH off
switch receiver module for channe 1 on
switch transmitter module to channel 1

0

 
 

Figure 3. A timed automaton description of e proposed multi-channel MAC protocol. 
 
omputer node waits until it receives a signal that 

al state). Then the protocol iterates through all 

G and 
H.
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and 

 th

c
signifies that a time slot has begun. When that happens 
it makes a transition from state 0 to state 1 (state 0 is 
the 
initi
subintervals (in states 1-5). A computer node makes the 
transition to state 6 when all subintervals have been 
executed. When this transition takes place, the 
computer node computes a set h which contains all the 
CH highest priorities that contended. A node may have 
lost the tournament but it had still high enough priority 
so for this reason, it may be declared as a winner (one 
of the computer nodes that will send). Computer nodes 
make the transition to state 7 where a mapping from 
priorities to channels is computed. The computer nodes 
that are winners send their packets on the channel given 
by this mapping. Computer nodes that are not winners 
do nothing; they already listen to all channels. 

The protocol depends on timeout parameters 
 They should be selected to satisfy the following 

constraints: 

SCMAXGGH ≤+++ 22  

HTFCS ≤  (2) 

and 

Gstartsslottimeathatsignifiesthatsignal
thereceivenodecomputerthattimeindifference

≤
 

It can be seen that H is duration of a pulse and G is a 
guard band. 

 

ut External Synchronization 

synchr es wait 
for

(3) 

3.2. Multi-Channel MAC for Slotted Systems 
witho

The protocol described in Section 3.1 can be easily 
extended to slotted systems without external 

onization. We simply let computer nod
 a long period of silence and then send an 

unmodulated synchronization pulse (as was done in 
WiDom [6], a prioritized MAC protocol for single-
channel wireless systems). 



3.3. Using Contemporary Transceivers 
Typical contemporary transceivers are only able to 

either receive from a single (selectable at run-time) 
channel or transmit to a single (selectable at run-time) 
channel. For such transceivers, the MAC protocol from 
Section 3.2 can be used with the only restrictions that 
(i) if a computer node is a winner then it cannot hear 
any transmitted packet and (ii) if a computer node is 
not a winner then it can only hear one transmitted 
packet. Assuming that transmissions are unicast then 
we can require that the intended receiver sends an ACK 
(this can be considered to be part of CMAX) to the 
sender on the channel the sender used. If the sender 
receives an ACK then it knows that the receiver 
listened on that channel and hence the packet is 
successfully transmitted. If no ACK was received then 
the sender retries in the next “slot”. 

4. Schedulability analysis 
In order to perform schedulability analysis, it is 

necessary to describe a model of the traffic. We 
consider the sporadic model. It is as follows. A 
computer node is assigned zero, one or many message 
streams. A message stream is assigned to exactly one 
computer node.  

A message stream τi is characterized by Di and Ti, 
where Di is the relative deadline and Ti is the minimum 
inter-arrival time. A message stream τi performs (a 
possible infinite) sequence of message transmission 
requests. The time between two consecutive message 
transmission requests in a message stream is at least Ti. 
The time to transmit a message in message stream τi is 
at most CMAX. For this reason, we can assume (from 
the perspective of schedulability analysis) that the 
length of a message is S and this includes the time for 
arbitration. We also assume the constrained deadline 
case, that is, ∀i: Di≤Ti. We assume that priorities are 
assigned according to deadline-monotonic (DM) [7]; 
that is, the priority of a message stream is inversely 
proportionate to its deadline. 

Inspired by results in static-priority scheduling on 
multiprocessors [2] and combining this way of thinking 
with results from the CAN analysis [3] gives that we 
can calculate an upper bound on the response time 
when the MAC protocol in Section 3.1 is used. The 
upper bound is obtained as follows. Find the minimum 
value of RUBi that satisfies both (4) and (5): 
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where hp(i) denotes the set of message streams in the 
entire network that have higher priority than message 
stream τi. Observe that messages in hp(i) may be 
assigned to other nodes than message stream τi. The 
first term in (4) is due to blocking; the second term is 
due to transmission and the third term is due to 
interference. Observe that we add S to the window that 
is used to compute interference. This is because the 
blocking due to lower-priority messages can increase 
the window of interference. The reasoning for deriving 
(5) is similar to that of deriving (4). The inequality (5) 
accounts for the fact that even if many channels are 
available, a single computer node can send at most one 
packet per time slot. 

It can be seen that a large number of channels help 
to reduce the interference and hence it reduces the 
response time. Observe that the real response-time may 
be smaller than RUBi. This is due to (i) pessimism in 
the analysis of non-preemptive static-priority 
scheduling and (ii) pessimism in the “multi-channel” 
aspect. We know however that if ∀i: RUBi≤Di then all 
deadlines are met. 

The response-time calculations from (4) and (5) is 
valid for the MAC protocol in Section 3.1 But it is not  
valid for the MAC protocol in Section 3.2 and Section 
3.3 because those protocol use a specific type of 
synchronization and it depends in a technique called 
“delayed dequeing” which complicates the analysis. 
See [6] for details. 

One may ask whether DM is optimal for the system 
that we assume. We guess the answer is no. One may 
also ask whether Dhall´s effect [4], a scenario that 
occurs on multiprocessor scheduling that can cause 
deadlines misses although the multiprocessor/multiple 
channels are almost idle all the time but still a deadline 
is missed, can occur. Our guess is that if all messages 
have similar length then this is not a big problem. 

5. Practical Aspects and Previous work 

5.1. Practical Aspects 
We assumed that a radio channel offers reliable 

broadcast. Whether this is reasonable in practice is 
debatable and it depends on the exact location of 
computer nodes, radio conditions, transmission power 
and detection techniques. Nonetheless, we have in 
previous work shown that there are environments 
where such assumption is reasonable [6]. 

We assumed it is possible to detect a carrier wave if 
this wave is transmitted for a duration of TFCS time 
units. The exact value of TFCS depends on the 



hardware being used. In CC2420 (a transceiver for 
802.15.4), this time is 128μs. It has been reported that 
other radios can has TFCS of 5μs [10] and 20μs [5]. 

We assumed initially that each computer node is 
equipped with multiple receiver modules and one 
transmitter module. Such a computer node is more 
costly than computer nodes with normal transceivers 
and we are not aware of any such computer node on the 
market today. A computer node with a separate 
transmitted module and receiver module has been built 
(by others [8] in a collaborative project with us) and it 
would be possible to add more receiver modules. 
Consequently, the construction of a computer node 
with multiple receiver modulate is at least technically 
possible. 

We assumed that when a computer node transmits to 
a channel then it causes no interference to transmission 
son other channels. Many current standards (such as 
IEEE 802.11 and IEEE 802.15.4) support many 
channels and they occupy different frequency band. 
The standard IEEE 802.11b has 14 channels (5 MHz 
each) but in order to for transmissions to be totally non-
overlapping it is necessary that channels are separated 
by 30 MHz. Hence channel 1,6,11 in the IEEE 802.11 
standard can transmit in parallel. It would be possible 
to use our protocol by letting channel 1 in IEEE 802.l1 
be our channel 1, letting channel 6 in IEEE 802.11 be 
our channel 2 and 11 in IEEE 802.11 be our channel 3. 
Then we would have CH=3. 

5.2. Previous work 
The scientific advances in multi-channel MAC 

protocol originates from two time periods: (i) before 
the IEEE 802.11 standard and (ii) after IEEE  802.11. 

Before the IEEE 802.11 standard was proposed, 
significant research was performed on ground packet 
radio network, particularly in the U.S. One of the 
earliest multi-channel MAC protocols was proposed 
receiver-directed transmission [9]. Here it was 
assumed that each computer node is assigned a channel 
and it listens only to that channel. A computer node 
knows, for every of its neighbors, which channel this 
neighbour listens to. When a computer node wishes to 
send, it switches to the channel that the receiver listens 
to. 

After IEEE 802.11 several multi-channel MAC 
protocol were proposed and they were more flexible. 
They can be categorized [1] as (i) dedicated control 
channel, (ii) common hopping, (iii) split phase and (iv) 
multiple rendezvous. They all have in common that a 
node that wishes to send a packet first sends a request-
to-send (RTS) packet and if the receiving computer 
node receives this RTS packet, it responds with a 
Clear-to-Send (CTS) packet. They differ in when and 

on which channel this RTS/CTS exchange is performed 
and on which channel the subsequent data transmission 
is performed. 

6. Conclusions and Future work 
We have presented a globally prioritized multi-

channel MAC protocol for wireless systems and a 
schedulability analysis for it. 

We left four problems open and we consider them as 
future work. First, this protocol was based on the 
black-burst scheme [5] which offers few priority levels. 
So a natural question is: Can the prioritized MAC 
protocol WiDom [6] be extended to multi-channel 
wireless systems. If so a large number of priorities can 
be supported even with a small overhead. It is clear that 
one can run the normal WiDom CH times but we 
would like to design a protocol with an overhead lower 
than that. Second, we would like to make the 
schedulability analysis tighter and explore alternative 
priority-assignment schemes. Third, we would like to 
design a schedulability analysis technique that takes 
into account that fact that a message may be transmitted 
but a receiver does not listen to it and hence the 
message must be retransmitted. Fourth, we would like 
to implement the new protocol in contemporary 
transceivers. 
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